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Preface

We are pleased to welcome you to Prague for the 315 edition of the conference *Architectures and
Mechanisms for Language Processing*. We hope you will enjoy the conference itself as well as the

satellite workshops, which take place the day before the main event.

This volume contains essential information about the conference, along with the abstracts of the keynote
talks, contributed talks, and posters. The abstracts are reproduced here in the format submitted by the

authors.

Sponsors

We would like to sincerely thank the Faculty of Arts, Charles University, for their financial, technical,
and administrative support of the conference. The satellite workshops are supported by the Euro-
pean Regional Development Fund project *Beyond Security: Role of Conflict in Resilience-Building*
[CZ.02.01.01/00/22_008/0004595].

Acknowledgements

We would like to thank Hannah Rohde, the organizer of AMLAP 2024, for sharing her experiences
and providing many useful tips that greatly helped us in the organization process. We are also very
grateful to Pia Knoeferle for sharing the AMLAP 2018 LaTeX template, which we adapted in preparing

this brochure.
Enjoy the conference!

Jan Chromy (Conference Chair)
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and Tana Simkova.



Reviewer committee

We greatly appreciate the work of the AMLaP 2025 reviewing committee; their careful and timely reviews

played a crucial role in creating a strong and engaging program.

Anne Abeillé, F.-Xavier Alario, Manabu Arai, Jane Aristia, Sudha Arunachalam, Emily Atkinson, Esper-
anza Badaya, Nadine Bade, Markus Bader, Chiara Barattieri di San Pietro, loli Baroncini, Paloma Batista
Cardoso, Esti blanco-elorrieta, lvan Paul Bondoc, Mara Breen, Jonathan Brennan, Andrea Bruera,
Marc Brysbaert, Wednesday Bushong, Spencer Caplan, Katy Carlson, Markéta Cehakova, Charles
Clifton, Derya Cokal, Aymeric Collart, Saveria Colonna, Eva Commissaire, Carla Contemori, Ruth Eliz-
abeth Corps, lan Cunnings, Julien Diard, Mariapaola D'Imperio, Jakub Dotlacil, Katerina Drakoulaki,
John Duff, Shaohua Fang, Maro$ Filip, DuSica Filipovi¢ Burdevié, Steven Foley, Francesca Foppolo,
Alice Foucart, Stefan L. Frank, Raquel Freitag, Martin Fuchs, Zuzanna Fuchs, Alison Gabriele, Alan
Garnham, Edward Gibson, Margaret Grant, Jeffrey J. Green, Jiuzhou Hao, Charlotte Hauser, Fredrik
Heinat, Julia Heine, Barbara Hemforth, Yuko Hijikata, Masako Hirotani, Jet Hoek, Holger Hopp, Ed-
ward Matthew Husband, Katefina Chladkova, Youngon Choi, Kiel Christianson, Jan Chromy, Kin Chung
Jacky Chan, Aine Ito, Cassandra L. Jacobs, Edith Kaan, Elsi Kaiser, Anna Kamenetski, Yuki Kamide,
Serpil Karabuklu, Kalliopi Katsika, Gerrit Kentner, Maayan Keshev, Eva Klingvall, Alina Konradt, Maria
Korochkina, Franziska Kretzschmar, Helene Kreysa, Li-Chuan Ku, Anuenue Kukona, Dave Kush, Nay-
oung Kwon, Radim Lacina, Sol Lago, Hyun Kyung Rachel Lee, Robin Lemke, Lisa Levinson, Keng-Yu
Lin, Shane Lindsay, Maria Lobo, Madeleine Long, Paula Luegi, Oana Lungu, Jun Lyu, Marcus Maia,
Kyla McConnell, Kevin McManus, Natalia Meir, Aya Meltzer-Asscher, Michael Meng, Barbara Mertins,
Katherine Messenger, Stephan Meylan, Evelyn Milburn, Jelena Mirkovic, Natalia Mitrofanova, Holger
Mitterer, Savithry Namboodiripad, Alexandra Navarrete-Gonzalez, Shinri Ohta, Rachel Ostrand, Dario
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greet Vogelzang, Titus von der Malsburg, Laurence White, Hans A. Wilke, Eva Wittenberg, Masaya

Yoshida, Kaitlyn Leigh Zavaleta, Likan Zhan, Linmin Zhang



Important Information

Venue

AMLaP 2025 takes place at the Faculty of Arts, Charles University (ham. Jana Palacha 2, Prague 1,
110 00, Czech Republic). The talks will take place in the room n. 131, poster sessions will take place in

the corridors on the first and second floor.

Registration

On Wednesday and Thursday mornings, the registration desk will be located at the main entrance of the
Faculty of Arts (nam. Jana Palacha 2), where the conference takes place. At other times, registration
will be available by the coffee-break tables on the second floor of the Faculty of Arts. You can also
register during the welcome reception on Wednesday evening at Hybernskéa 4. Please register promptly

and pick up your badge, as well as your dinner ticket (if applicable).

Poster presentations

Each poster stand carries a number that you can also find in the program. Please put up your poster at
the corresponding poster stand (check your number in the program) and do not forget to remove your

poster once the poster session ends.

Coffee breaks

Coffee breaks will take place on the 2" floor of the building. Please note that another event, the Prague
Summer School of Chinese Poetry 2025, is being held on the 15t floor. They also have refreshments

available, so we kindly ask you to make sure not to take food or drinks intended for their participants.

Internet

Free Internet connection is available at the venue through your Eduroam account. Unfortunately, we

are not able to offer an alternative connection.



Social program

Welcome reception

The welcome reception will follow the satellite workshop on Wednesday, September 3, and will be held
at Kampus Hybernska (Hybernska 4, Praha 1). The reception is open to all conference participants,
and on-site registration will also be available. Guests can enjoy food and beverages, accompanied by
live music from the band Der Senster Gob. The map of the Kampus is shown on the next page. The

reception will take place in section E (marked with red color).
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Conference dinner

The conference dinner will take place on Friday, September 5, 2025, at Vinohradsky pivovar (Vinohrady
Brewery; Korunni 2506/106, 101 00 Praha 10—Vinohrady), starting at 7 PM. The venue is within walking
distance of Flora metro station (direct line from Staroméstska which is the metro station next to the
conference venue). The closest public transport stop is Orionka tram station. The dinner is reserved for
registered participants who have purchased a ticket. Your dinner ticket will be attached to your badge

and handed to you at registration.



Scientific Program

Selection Criteria

AMLaP 2025 received a total of 361 submissions, of which 13 had to be rejected. Based on reviewers’
scores and their recommendations for oral presentation, 31 papers were accepted as talks, while the

remaining 317 submissions were accepted as posters.

Keynotes

We are delighted to welcome our four invited speakers: Linda Drijvers, Vera Demberg, Michael Ramscar,

and Guillaume Thierry.

Satellite Workshops

On September 3, we organize two satellite workshops: Big Data in Psycholinguistics and Multilingual

Experience: From Individuals to Society.



Schedule
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Wednesday 3@ September

08:30-09:00 Registration

9:00-14:30 Workshop 1: Big Data in Psycholinguistics
09:00-09:15 Opening

09:15-10:25 Talk 1: Penny Pexman: Leveraging Big Data to Map Lexical-Semantic Space
10:25-10:45 Coffee break

10:45-11:55 Talk 2: Erin Buchanan: Designing Big Science: Lessons from a 25,000-Participant, 30-
Language Semantic Priming Study

11:55-12:15 Coffee break

12:15-13:25 Talk 3: Emmanuel Keuleers: Understanding Measures of Word Occurrence in
Psycholinguistics through a Network of Static and Dynamic Actors

13:25-14:30 Lunch (on your own)

14:30-18:00 Workshop 2: Multilingual Experience: From Individuals
to Society

14:30-15:00 Opening talk: Katefina Chladkova: Researching and communicating multilingualism
15:00-15:20 Coffee break

15:20-16:30 Talk 2: Sharon Unsworth: Using Public Engagement to ‘Normalize’ Multilingualism
16:30-16:50 Coffee break

16:50—-18:00 Talk 3: Natalie Boll-Avetisyan: Born into a Multilingual Society: Early Language Acquisition in
Ghana

19:00-22:00 Welcome reception, Kampus Hybernska
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Thursday 4™ September

08:00-08:50 Registration
08:50—-09:00 Opening

09:00-10:00 Keynote 1: Vera Demberg: Towards personalized models of processing difficulty: Modelling
individual differences in working memory capacity and background knowledge

10:00-11:30 Coffee & Thursday Morning Posters
11:30-12:50 Session 1 (Chair: Filip Smolik)

Eunice G. Fernandes & Yanina Prystauka & Foyzul Rahman & Helene Slaattelid @ya & Allison
Wetterlin & Katrien Segaert & Linda Wheeldon: Age-related effects of language proficiency and
use on language switching

Jade Sandstedt & Hjalmar T. Eiksund & Mizuki Tanigawa: Processing multilectal grammatical
microvariation: Mapping individual differences with self-paced reading

Hannah G. Treadway & Souad Kheder & Jorge Valdes-Kroff & Edith Kaan: Cognitive control
adaptation in code-switching: An ERP study

Dusica Filipovi¢ Burdevi¢ & Lara Peri¢ & Viktorija Jovanovic¢: Phonological ambiguity effect: new
kid on the block switching paradigm

12:50-14:20 Lunch (on your own)
14:20-15:40 Session 2 (Chair: Radim Lacina)
Leonardo Concetti: Encoding and Reactivating Syntactic Nodes: insights from Coordination

Li Kloostra & Rick Nouwen & Jakub Dotlacil: Memory Retrieval in Discourse with ‘again’: Eye-
tracking and acceptability studies

Chengjie Jiang & Walter van Heuven & Ruth Filik: Is world knowledge activation exhaustive or
selective during language comprehension? Evidence from bidirectional self-paced reading

Pia Schoknecht & Dario Paape & Shravan Vasishth: The time course of local coherence effects in
reading times and event-related potentials

15:40-16:00 Coffee break
16:00-17:20 Session 3 (Chair: Nikola Paillereau)

Serge Minor & Natalia Mitrofanova & Gillian Ramchand: “Quantum leaps” in grammar acquisition:
Evidence from child Russian

Julia Ercse & Peter Hendrix: The temporal dynamics of word learning: a time-to-event analysis of
age-of-acquisition

Elena Marx & Hanna Shine & Eva Wittenberg & Jesse Snedeker: Preschoolers use event
dynamics to infer temporal order in language

Barbora Skarabela & Mitsuhiko Ota & Filip Smolik: Children’s sensitivity to animacy constraints in
possessive noun phrases: Priming induces non-adult-like structures in Czech preschoolers

17:20-18:50 Snacks & Thursday Afternoon Posters
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Friday 5t September

09:00-10:00 Keynote 2: Guillaume Thierry: The Bilingual Multiverse: Real-Time Effects of Language of
Operation on Categorical Perception and Abstract Conceptualisation

10:00-11:30 Coffee & Friday Morning Posters
11:30-12:50 Session 4 (Chair: Filip Smolik)

Gustavo Lopez Estivalet & Katie L. McMahon & Joanne Arciuli & Greig |. de Zubicaray:
Phonological typicality in the distribution of nouns and verbs in French: Statistical relations
between form and grammar

Jéssica Gomes & Sol Lago & Jodo Verissimo: Ageing yields improvements in morphosyntactic
prediction

Danny Dixon & Lisa Levinson: Sensitivity to Verb Bias as a Continuous Variable in L1 and L2
Processing

Anna Fiona Weiss & Markus Bader & Michael Meng: The task dependence of misinterpretation
effects: A comparison of L1 and L2 speakers of German

12:50-14:20 Lunch (on your own)
14:20-15:20 Session 5 (Chair: Radim Lacina)

Katja Haeuser: Predictive processing adapts to prediction error in a non-linear fashion — that’s
why adaptation effects are so difficult to detect using LMERs

Amalia Spyromilio & Holly Jenkins & Elizabeth Wonnacott & Michael Ramscar: How gender
information influences spontaneous speech in context

Susanne Eisenhauer & David Hernandez-Gutiérrez & Simona Mancini: Linguistic complexity
measures (surprisal, entropy, semantic similarity, syntactic node counts) differentially impact initial
vs. re-reading

15:20-16:50 Coffee & Friday Afternoon Posters
16:50-17:50 Keynote 3: Michael Ramscar: What is language processing anyway?

19:00-23:00 Conference dinner (Vinohradsky pivovar), only with dinner registration

13



Saturday 6'" September

09:00-10:00 Keynote 4: Linda Drijvers: Towards a multimodal view on the neurobiology of language
10:00-11:30 Coffee & Saturday Morning Posters
11:30-12:50 Session 6 (Chair: Filip Smolik)

Fabio Marson & Giulia Loca & Marco Ciapparelli & Marco Marelli: Context-based encoding of
novel meanings after minimal exposure to natural text: an EEG study on integration of linguistic
chimeras

Harshada Vinaya & Sean Trott & Seana Coulson: Vision Language Model Representations
Predict EEG Response to Visual and Auditory Attributes in Property Verification

Svetlana Mnogogreshnova & Sol Lago & Esther Rinke & Petra Schulz & Clara Vila Dolado:
Comprehension of Pragmatically Licensed Sentential Negation and Its Influence on Memory
Retention

Shiyu He & Petar Milin & Dagmar Divjak: Where L2 Still Looks L2: Spatial Undershoot and
Logographic Saccadic Programming in Advanced L1 Chinese/L2 English readers

12:50-14:20 Lunch on your own
14:20-15:40 Session 7 (Chair: Nikola Paillereau)

Tamara Butigan & Norbert Vanek & Robert Greenberg: Language planning and lexical
competition: evidence from lexical processing for sociopragmatic differentiation of absolute
synonyms

Marc Brysbaert & Javier Conde & Pedro Reviriego & Gonzalo Martinez: Augmenting the
psycholinguistic toolbox with Al-generated word characteristics

Sophie Repp & Heiko Seeliger & Sven David Weber: Pronoun accentuation produces
interference effects in memory for alternatives

Charles Lin & Zeping Liu & Xiao Dong: Building Structures Left to Right and Bottom Up: The
Production and Perception of Syntactic Branching by L1 and L2 Users of a Tone Language

15:40-16:00 Coffee break
16:00-17:20 Session 8 (Chair: Radim Lacina)

Elliot Schwartz & Griffin Pion & Jake Quilty-Dunn & Eric Mandelbaum & Spencer Caplan:
Thinking about nothing: the processing and mental representation of lexical ambiguity

Isabella Fritz & Joshua Booth & Aditi Lahiri: Redefining psycholinguistic cognates: Linguistic and
historical considerations

Ana Bautista & Clara Martin: Not that cloze: Semantic sentence constraint is influenced by
language background and dominance

John Duff & Laura Pissani: Jointly modeling maze RT and accuracy using diffusion models: A first
case study

17:20-17:40 Closing remarks

14
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Jun Lyu: Acquisition of the blocking effect in L2 Chinese by L1 Japanese speakers
Tess Fitzpatrick: Finding, sharing, and losing words: word associations and the mental lexicon

Robiatu Al Addawiyah & Cristiano Chesi & Adriana Belletti: A Computational Perspective on the
Stage of Acquisition of Grammatical Competence: Testing the Growing Tree Approach

Yung Han Khoe & Gerrit Jan Kootstra & Stefan L. Frank & Rob Schoonen & Edith Kaan: Shared
syntax in bilingual humans and cognitive models: Code-switching increases cross-language
structural priming

Yichi Serena Zhang & Xufeng Duan & Zhenguang Cai: The Causal Role of Supplementary Motor
Area (SMA) in Orthographic Retrieval During Chinese Character Handwriting

Leona Polyanskaya & Mikhail Ordin: Emergence of suffixing bias: Affixation patterns in L1 and
sequence processing by statistical learning mechanisms

Leigh B. Fernandez & Muzna Shehzad & Lauren V. Hadley: Does prediction require executive
resources?

Anne Abeille & Emma Kious: Extraction out of wh-clauses depends on the construction: evidence
from French

Anne Neveu & Emma Libersky & Margarita Kaushanskaya: Novel word learning over different
time scales: A comparison of paired-associate and cross-situational paradigms

Dominic Schmitz: The processing costs of generic and specific singular they: A self-paced reading
study

Michelle Suijkerbuijk & Naomi Tachikawa Shapiro & Peter de Swart & Stefan L. Frank: The
success of Neural Language Models on syntactic island effects is not universal: strong wh-island
sensitivity in English but not in Dutch

Cecilia Husta & James Trujillo & Judith Holler & Linda Drijvers & Antje Meyer: Utterances with
Decreasing Entropy Facilitate Speech Comprehension and Concurrent Planning

Hannah Bou-Lai Lam & Johanne Paradis: It's not all Chinese to them: Differential heritage
bilingual processing and rating of classifiers in Cantonese and Mandarin

Jolana Treichelova & Anna Chromé & Filip Smolik: Beyond Familiar Verbs: Czech-learning
Children’s Comprehension of Noncanonical OVS Word Order

Haoyu Zhou & Fabienne Chetail & Louisa Bogaerts: Reliable measures of orthographic statistical
learning predict spelling but not reading skill

Bernard A J Jap & Yu-Yin Hsu: When cues collide: The role of contextual and classifier-based
prediction in Mandarin comprehension

Antje Lorenz & Anna-Lisa Déring & Lara Mundt & Pienie Zwitserlood & Rasha Abdel Rahman: On
the lexical representation(s) of compounds: Evidence from continuous naming in young and older
healthy speakers

Koyel Mukherjee & Bidisha Som & Abhishek Shrivastava: Spatial Order and Cognition Difficulties:
An Eye Tracking Study of Comic Panel Layouts
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Lexical Preferences

Dinah Baer-Henney & Alexander Clemen: Tracing the development of German number cues: A
case study from the LEO corpus

Natalia Mitrofanova & Serge Minor & Nadine Kolb & Christina Athanasiadi & Marit Westergaard:
The role of heritage and societal languages in L3 aspect processing: Evidence from eye-tracking

Felipe von Hausen & Lucia Castillo & Mauricio Aspé & Ernesto Guerra: Sight translation of non-
canonical structures: Eye movement patterns and individual differences

Juliana Gerard & Adina Camelia Bleotu: (Dis)agreement across languages: Cues to control in
English and Romanian

Yunju Nam & Sun-Young Lee & Hyeonjeong Jeong & Juno Baik: Word-order or Truth-value?
Dominant cues during Korean incremental processing with the picture-sentence verification task

Ngoc-Anh Tran & Kazimierz Garstecki & Giovanni Cassani: A cute horgous meets a scary timfil:
how do we interpret novel words in context?

Raya Mezeklieva & Peter Hendrix: Can two words mean exactly the same? Insights from a
distributional semantics approach.

Holly Jenkins & Elizabeth Wonnacott & Michael Ramscar: The role of contextual alignment in
artificial grammar learning

Andrea Hofmann & Joao Verissimo & Isabell Wartenburger: The relationship between perceptual
abilities and speech-to-speech synchronization: A Bayesian mixture modeling approach

Giulia Bovolenta & John N. Williams: Declarative memory effects in L2 morphology learning
reflect explicit rule acquisition

Stefan Blohm & Mathias Barthel: When 'yes' sounds like 'maybe': Inferences about respondents
in offers and requests

Pepita Alex & Marta Brzeska & Julia Schwarz & Benjamin W. Tatler & Agnieszka E. Konopka &
Anastasia Klimovich-Gray: Conditioned Delusions: Belief Updating During Naturalistic Reading is
Modulated by Individual Cognitive Profile

Marie Christin Walch: Context Effects on the Interpretation of Bare Numerals: Evidence from
Event Uncertainty and Roundness

Liliana Nentcheva & Andrea Santi: Testing the Specificity of Human Parser Predictions during
‘Hyper-Active’ Gap Filling

Kirill Chuprinko & Artem Novozhilov & Arthur Stepanov: Modeling Acceptability in Free Word
Order Languages: The Role of Dependency Distance and Projectivity

Benedek Bartha & Eva Wittenberg & Christophe Heintz & Jennifer Culbertson: Conceptual
similarity, but not informativeness, shapes evidential systems during learning

Maros Filip & Katefina Chladkova: Neural speech tracking in a bilingual cocktail party: Does
language identity matter?

Sebastian Walter & Lennart Fritzsche: Headnods don’t always mean ‘yes’: Ambiguity in gestural
responses to negative questions

Foteini Karkaletsou & Gunnar Jacob & Shanley E. M. Allen: Cross-linguistic structural priming of
reciprocal innovations in French-English bilinguals
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EEG on Russian
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A. Barber & Daniel Weingartner & Andrea Listanti & Jodo Verissimo & Sol Lago: Similar meaning
does not always mean similar processing

Michael Vrazitulis & Pia Schoknecht & Shravan Vasishth: A Progress Report on Ongoing
Benchmark Data Collection for German Sentence Processing: Eye-Tracking and Self-Paced
Reading

Anna Runova & Zuzanna Fuchs: Perception and production of gender-marking vowels in heritage
Russian

Ren Li & Walter van Heuven & Chen Zhao: English sentence planning differences between
English L1 and Chinese-English L2 Speakers: Evidence from eye-tracking
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Wheeldon: Fluency and complexity in speech production: effects of healthy ageing
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spontaneous multi-sentence text production
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Signatures of Dependency Processing: Distinguishing Syntax and Semantics

Junhua Ding & Siyu Chen & Chen Feng & Su Li: Occipitotemporal and frontal regions are crucial
for Chinese children's reading development

Zehua R. Jiang & Mingyuan Yang: Frequency Modulates Phonetic but Not Semantic Radical
Effects in Chinese Character Recognition

Andreas Opitz & Denisa Bordag & Hans-Georg Berulava: Asymmetry in the Retention of Content
and Surface Linguistic Information During Reading in L1 and L2: An Eye-Tracking Study

Philine Link & Leendert van Maanen & Jakub Dotlacil: Similarity Comes at a Cost: Novel
Evidence for Associative Memory Retrieval

Christina Papoutsi & Elli Tourtouri & Vitéria Piai & Antje S. Meyer: What drives word choices and
naming latencies? Examining the roles of semantic and lexical variables in modal and alternate
word production
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Eva PospiSilova & Ondrej Drobil & Anna Marklova & Jifi Milicka: Humans are bad at recognizing
Al - but they can learn it from feedback

Vera Heyer & Holger Hopp & Regina Hert & E Jamieson & Barbara Képke & Monika S. Schmid:
How Bilinguals Use Grammatical Cues to Make and Revise Predictions: Effects of Age of Onset
and Cross-Linguistic Influence

Yoana I. Dancheva & Margreet Vogelzang & lanthi M. Tsimpli: Is code-switching effortless? A look
at processing and production costs

Yixin Cui & Lavinia Salicchi & Yu-Yin Hsu: How Large Language Models Evaluate Embedded Wh-
Questions: A Cross-Linguistic Comparison of Chinese and English

Xueyi Yao & Natalia Jardon & Jonathan Kominsky & Eva Wittenberg: Remembering times ahead:
The effect of linguistic framing on representational momentum in state-change events

Yunju Nam & Geon Kim & Gaeun Lim: An Eye-tracking Study on the Presupposition Processing
of Korean L2 Learners of German: Focusing on "wieder (again)"

Lena Wieland & Ingo Reich: Figurative Meaning Is Recoverable: Idiom Comprehension,
Preference, and Processing Constraints in Adult Low-Literacy Readers

Doina-Irina Giurgea & Veronica Diveica & Penny M. Pexman & Richard J. Binney: The role of
social experience and motivated cognition in the representation of concepts: a behavioral and
functional neuroimaging study

Lucie Gustarova & Jan Chromy: Immediate Recall, Later Word Recognition, and Information
Congruency in Reading and Listening Comprehension

Xinyue Jia & Christoph Aurnhammer & Torsten Kai Jachmann & Francesca Delogu & Heiner
Drenhaus & Matthew W. Crocker: The Influence of Linearization on Expectation: Evidence from
SPR and ERP Studies on Lossy Context Surprisal

Vera Kempe & Marta Brzoska & Hajar Benharraf & Neil W. Kirk: The Emergence of Sociolinguistic
Competence in Scottish Children: Social Registers Are Acquired Before Regional Dialects

Ernesto Guerra & Andrea Helo & Carlos Rojas & Bernardo Riffo: Bridging inference costs in late
adulthood: Eye-tracking evidence from third- and fourth-age readers

Joshua Hartshorne & Tobias Gerstenberg & Noah Goodman: Good explanations fit prior
knowledge

Cristian Rivera & Morten H. Christiansen: Comparing natural language statistical learning and
human intuition for chunking language

Maria Grabovskaya & Anastasia Vyrenkova & Natalia Slioussar: L2 acquisition of verb and noun
paradigms: a study on Russian

Helene Slaattelid Jya & Jens Roeser & Gary Jones & Mark Torrance: How do you spell "hand" in
English: Does knowing another language affect word retrieval

Dorotea Bevivino & Barbara Hemforth & Giuseppina Turco: Priming cooperating prosodic
phrasing increases reading times: An eye-tracking study

Zhimin Hu & Eduardo Navarrete & Yao Yao: Language and Script Effects on Information
Credibility in a Triliteral Context

Markéta Cehakova & Jan Chromy: Cloze, Frequency, Surprisal, or Plausibility? A Comparative
Analysis of Predictors for Local Ambiguity Resolution

Jennifer Keller & Ingo Plag: Discriminative learning of number interpretation of German pseudo-
nouns
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Ricarda Scherer & Robin Lemke & Ingo Reich & Heiner Drenhaus & Lisa Schéafer: Having one or
three uncles: equally acceptable. A study about number mismatches in nominal Right-Node-
Raising in German

Qingyuan Gardner & Vasiliki Chondrogianni & Peng Li & Holly P Branigan: Morphophonological
Effects on Morphosyntactic Processing During L2 English Real-time Comprehension

Mikula$ Preininger & Filip Smolik & Nikola Paillereau: Early sensitivity to gender morphology in
Czech infants

Xu Ji & Dawei Jin: Resumption in Anaphoric Dependencies: A Case Study of Mandarin
Topicalization

Elise Oltrogge & Eun-Kyoung Rosa Lee & Sol Lago: Can planned words trigger interference
during real-time sentence production?

Fabrizio Luciani & Federico Frau & Paolo Canal & Riccardo Venturini & Luca Bischetti & Valentina
Bambini: A key to interpreting late effects in the brain response to metaphors: priming figurative
(but not literal) meaning

Alaa M. Salem & Daniel Gallagher & Emi Yamada & Shinri Ohta: Two Sites, Two Languages:
tDCS and EEG Evidence for Argument-Structure and L1 Feature Transfer

Charles Redmon & Aditi Lahiri: The acquisition of noun-verb stress alternation by Bengali learners
of English

Runchen Liu & Suhas Arehalli: L2 English speakers exhibit native-like garden path difficulty
across constructions

Giulia Li Calzi & Antje Meyer & Constantijn van der Burght: Lexical stress precedes syllable
structure during speech planning — evidence from EEG multivariate pattern analysis

Zuzanna Fuchs & Anna Runova: A grammatical animacy agreement feature: evidence from
processing in Polish

Yufen Wei & Guillaume Thierry: Languages of Power: Metaphorical Grounding of Perceived
Power in the Bilingual Mind

Yourdanis Sedarous & Savithry Namboodiripad: Resumptive pronouns are grammatical in English

Crystal Jemy & Roberto Petrosino & Diogo Almeida: Dissociating sublexical and lexical masked
priming effects: Morphological decomposition interacts with prime lexicality.

Panagiota Rassia & Natalja S. Peiseler & Torgrim Solstad & Oliver Bott: Complement coercion
revisited: Reassessing the psycholinguistic and the information-theoretic approach

Isin Tekin & Duygu Ozge Sarisoy: Incremental processing of context during metaphor
interpretation in preschool children: Evidence from a visual world eye-tracking study

Harrison Albert Paff & Alissa Melinger & Sheila Cunningham & Josephine Ross: To thine native
self be true: Exploring the link between self, emotion and language

Jinbiao Yang: Rethinking Reasoning: When Next-Token Prediction Mimics Thought

Samuele Bruzzese & Buhan Guo & Shayne Sloggett: Memory and Focus: How Bound Focus
Affects lllusions of Plausibility

Erin Buchanan: ManyLanguages: A global network for Big Team Language Science
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Jun Lyu: The processing of Chinese reflexives as plain anaphors and intensifiers

loannis lliopoulos: Bilinguals’ Neurocognitive Profiles in L1 and L2: N400 vs. P600 Dominance
Reflects Divergent Processing of Filler-Gap Dependencies

Radim Lacina & Mojmir Docekal: Sentential negation causes both NPI and NCI illusions in Czech

Alexander Kilpatrick & Rikke Bundgaard-Nielsen: Say what you mean: Linguistic vividness and
information theory

Katerina Stoumpou & Ghada Khattab & Faye Smith: The role of Morphological Skills as a
Compensatory Mechanism in adult Developmental Dyslexia

Sasha Kenjeeva & Giovanni Cassani & Noortje Venhuizen & Afra Alishahi: Does multimodal pre-
activation influence linguistic expectations in LLMs and humans?

Ana Bautista & Francesca Branzi & Clara Martin: Does overt production facilitate language
prediction in challenging situations only?

Anna Gupta & Carsten Eulitz: Processing morphologically complex words: Insights from Russian

Daiwen Gong & Aine Ito: The markedness effect on form-based predictions of sound and number:
Evidence from a visual-world study

Aini Li & Lacey Wade: Tacit knowledge of stylistic variation: Evidence from (ING) perception in
native and non-native listeners

Camilla Masullo & Beatrice Giustolisi: Do code-switching and sociolinguistic environment
modulate the processing of ambiguous pronouns? Insights from Italian-English bilinguals

Mizuki Yoshio & Toshimune Kambara: Linguistic conditioning to change the emotional and
gustatory meanings of new words

Kaiying Kevin Lin: Do Mandarin speakers retain categories for unaccusativity?

Sara Mgller Jstergaard & Bruno Nicenboim: A Corpus of Joint EEG and Self-Paced Reading of
Natural Dutch Texts

Weijia Hu & Huanhuan Yin & Martin J. Pickering: How do Mandarin Chinese speakers prepare
the form and content of their answers in turn-taking conversation?

Dominic Schmitz: Polysemy and acoustic duration: Different senses come with different durations

Hsin-Ju Wu & Chia-Hsuan Liao: The influence of context on the processing of (a)typical thematic
relations in Mandarin Chinese

Yiwei Si & Aditi Lahiri & Isabella Fritz: Phonology in morphological priming: Evidence from
German complex verbs

Katrin Odermann & Renate Delucchi Danhier & Barbara Mertins: Processing of Homonyms in
Bilingual Children: A Visual World Eye-Tracking Study

Anastazja Rosanoff & Peter Hendrix: A matter of time and meaning: a time-to-event analysis of
response times in a semantic categorization task
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Sophie Slaats & Alexis Hervais-Adelman: Patterns fast and slow: The structure and statistics of
language shape high- and low frequency neural signals

Giulio Massari & Fanny Meunier & Raphaél Fargier: Features all the way down: visual masking
interacts with age of acquisition and iconicity in picture naming

Jessie S. Nixon & Erdin Mujezinovic & Ruben van de Vijver: What drives incremental sequence
learning?

Katja Maquate & Angela Patarroyo & Angelina loannidou-Tsiomou & Pia Knoeferle: Age
differences in spoken language comprehension: verb-argument and formality-register congruence
influence real-time sentence processing

Laia Colina Fortuny & Li Kloostra & Johan Bos & Jakub Dotlacil: Semantics in reading-time
corpora

Tiziana Srdoc & Elena Marx & Anna Viola Safrany & Eva Wittenberg: Event construal through
social verbs in English, German, and Hungarian: The LISADA corpus

Yu-Yin Hsu & Angi Xu: When Focus Overrides Form: Prosodic Rephrasing in Mandarin complex
nominals

John Cristian Borges Gamboba & Shaiban Alshaibani & Christopher Allison & Leigh B. Fernandez
& Shanley E. M. Allen: Divergence Point Analysis: does it really establish the precise timepoint of
divergence?

Binger Lu & Julie Boland & Robert J. Hartsuiker: Does language similarity affect second language
prediction in discourse comprehension? Evidence from visual-world Eye-tracking

Gerakini Douka & Despina Papadopoulou: Relative clause processing and comprehension in
Greek: Effects of academic background

Jens Roeser & Pablo Aros Munoz & Mark Torrance: "Write here, write now": Spelling difficulty
disrupts parallel planning in sentence production

Siddharth Gupta & Alessandro Lopopolo & Milena Rabovsky: Semantic Update as a Predictor of
Reading Time: Moving Beyond Word-Level Surprisal

Yimin Zhu & Caterina Donati: Transferring islands across languages

Xuetong Yuan & Minjae Joh & Ming Xiang: Predicting scalar diversity with crowdsourcing QUD in
naturalistic discourse

Ting-Wu Lee & Shiao-hui Chan: Action imagination, and verb semantics in Mandarin Chinese
influences neural responses beyond somatotopic mapping: An fMRI study

Edmundo Kronmuller & Ernesto Guerra: Robust mutual exclusivity in multiparty conversations:
Contextual adaptation without speaker-specific effects

Alessandro Lopopolo & Milena Rabovsky: Surprisal is Influenced by Syntax and Semantics, but
not Equally across Language Models

Jon Lapresa Serrano & Marianne Hundt & Fernando Zuniga: Nominalised adjectives in Basque:
experimental evidence from a self-paced reading experiment

Jéssica Gomes & Jodo Verissimo & Dan Parker & Sol Lago: Eyes on delay: Revisiting the
timecourse of spoken word recognition in L1 and L2 speakers

Kaidi L6o & Anton Malmi & Benjamin V Tucker: Introducing the Estonian Auditory Lexical Decision
database

Alice Rees: Aligning to what | don’t say: structural alignment and pragmatic inferencing
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Yi-ching Su & Antonella Sorace & Ming-Lei Chen: Binding Principle C in Online Processing of
Mandarin Cataphoric Pronoun Resolution

Raffaella Folli & Juliana Gerard & Heidi Harley & Balthazar Lauzon & Morgan Macleod: Animacy
and null objects in English

Monika Kucerova & Katefina Chladkova: The impact of multi-accent and L1-accented input on
preschoolers’ perceptual adaptation to L2 vowels

Hoekeon Choi & Haeun Ko & Ha-a-yan Jang & Jonghyun Lee & Sung-Eun Lee: Exploring ERP
Components in Emotional Word Processing: Participant Subjectivity and Embodiment

Alaa M. Salem & Shinri Ohta: Investigating Cerebellar-Language Network Alterations in
Parkinson’s Disease Using Open Data

Yuko Hijikata & Masumi Ono & Haruka Shimizu & Yuko Hoshino & Yuji Ushiro: Understanding
intertextual relations and numerical processing in L2 multiple-text reading: An eye-tracking study

Nilanjana Chowdhury & Bidisha Som & Sukumar Nandi: Cognitive Load and Language
Dominance: Bilingual Performance in a Dual-Task Paradigm

Michaela Svoboda & Natalie Kikotova & Katefina Chladkova: Cross-Modal Activation in Hearing-
Impaired Preschoolers: An fNIRS Study of Speech and Sign Processing

Da Thao Anh Ngo & Nino Grillo: Universal parsing biases: Small Clauses drive RC attachment in
Vietnamese

Pia Schoknecht: Task adaptation in web-based self-paced reading

Balint Jozsef Ugrin & Péter Racz & Agnes Lukacs: Vocabulary Size as Prediction Error: A New
Method for Lexical Assessment in Adults

Hailin Hao & Zuzanna Fuchs: Effects of Surprisal and Contextual Entropy on L2 and Heritage
Language Processing

Klara Matiasovitsova & Filip Smolik: Sentence imitation and its relation to working memory and
language skills

Iza Skrjanec & Irene Elisabeth Winther & Merit Huisman & Vera Demberg & Sybrine Bultena &
Stefan L. Frank: Slower reading on interlingual homographs can be a surprisal effect

David Pagmar & Asad B. Sayeed: Local context in quantifier scope ambiguity resolution in
Swedish

Lily Arrom & Samantha Wray: Untangling musical and linguistic processing using low-resolution
EEG

Jan Chromy & Markéta Cehakova & Michael Ramscar: Reading Tiramisu in Czech and English:
Robust Processing Speed Differences in Translation Equivalent Stimuli
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Lu Li & Jiayi Lu & Jueyao Lin & Changsheng Li & Zhenggin Liu & Cehao Yu & Caicai Zhang:
Sleep Patterns and Language Acquisition in Cantonese-Speaking Preschoolers: Preliminary
Evidence for the Role of Sleep Regularity

Oleksandra Osypenko & Aina Casaponsa & Silke Brandt: The (Non-)Effect of Grammatical
Gender on Early Perception: ERP Study in Simultaneous Bilinguals

Angele Brunelliére & Laurent Ott & Soléne Kalénine & Martin Pickering: Interacting with someone
shapes prediction in spoken-language comprehension

Dongpeng PAN & Kilian Seeber: The effect of visual cuing during simultaneous interpreting

Naomi Nota & Muzna Shehzad & Ruth Corps & Martin Pickering & Graham Naylor & Lauren
Hadley: The effect of speech rate on two prediction stages in older adults with and without
hearing loss

Sophie Repp & Heiko Seeliger & Judith Schlenter & Petra B. Schumacher: How information
structure, prosodic prominence, and speech act affect reference resolution: Evidence from eye-
tracking

Kohei Haneda & Anja Schiippert & Roel Jonkers: Visual Cues Not Only Facilitate Online
Sentence Comprehension But Also License Ellipsis Resolution: A Self-Paced Reading Study of
English Verb Phrase Ellipsis

Michael Vrazitulis: The Role of Task Framing and Context Source in Scalar Implicature Detection

Nan Kang & Satoru Saito: Consistency and Frequency Effects in Japanese Kanji Nonword
Reading by L1-Chinese Speakers

Nitzan Trainin & Einat Shetreet: The effects of perceived cooperativeness of lexical alignment,
memory, and social judgments

Sarah Michel & Céline Pozniak & Saveria Colonna: The Mid-dot in Gender-Inclusive French: A
Reading Study

Sara Bozi¢ & DusSica Filipovi¢ Burdevi¢: The neglected role of sensorimotor information in the
processing and representation of polysemous words

Ana Zarwanitzer & Santiago Estremero & Gala Esperanza Coronas & Carlos Gelormini-Lezama:
Inclusive language, then and now: a self-paced reading experiment in Argentina

Emma Kious & Gabriel Thiberge & Anne Abeillé & Céline Pozniak & Heather Burnett: An
Emerging Non-Binary Stereotype? An Experimental Assessment of the NB-ness of French Nouns

S Shalu & R.Muralikrishnan & Kamal Kumar Choudhary: Does the verb type modulate the ERPs
for Thematic Reversal Anomalies? The case of Subject and Object experiencer verbs in
Malayalam.

Emma Libersky & Kimberly Crespo & Margarita Kaushanskaya: Speech disfluencies and implicit
word learning: Fluency shapes preference, not performance

Julia Muschalik: Velocity is key: Morphological structure affects planning and execution stages in
typing
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Vera Yunxiao Xia & Johanne Paradis & Juhani Jarvikivi: The role of expectedness in L1 and L2
ditransitive prediction in Mandarin-English late bilinguals and heritage bilinguals

Oliwia Iwan & Eva Wittenberg: Compositional Parsing in Adjective-Noun Phrases: The Role of
Adjective Semantics

Panpan Bi & Cheng Wang & Chen Feng: The Impact of Semantic Distance on Multiple
Phonological Activation in Chinese Speech Production: Evidence from a Picture-Word
Interference Study

Harriet Yates & Corien Bary & Bob van Tiel & Peter de Swart: Evidentiality and Speaker
Commitment: An fEMG Study

Janika Stille & Anne Wienholz & Annika Herrmann & lvo Weber & Barbara Hanel-Faulhaber: Sign
language processing in deaf early signing children — an ERP study

Wonil Chung & Keonwoo Koo & Myung-Kwan Park: Focus Shifts in Contextual and Lexical Cue
Interactions in GPT Models

Ryoko Uetomi & Leah Roberts & Heather Marsden: Online cataphoric pronoun resolution in L1-,
L2- and L3-Mandarin: the Maze task

Opangienla Kechu & Bidisha Som: Not Native, Yet Dominant: The Role of Language Context and
Social Value in Multilingual Language Processing

Thomas Lieber & Giovanni Cassani & Emmanuel Keuleers & Peter Hendrix: Exploring semantic
priming effects using piece-wise additive mixed models

Juan Haro & Daniel Huete-Pérez & Miguel Angel Pérez-Sanchez & José Antonio Hinojosa & Pilar
Ferré: Characterising the affective content of sentences and its role in reading and memory

Yvonne Portele & Sebastian Walter: Pronoun interpretation in German speech reports

Lion Oks & Francesca Foppolo & Carlo Cecchetto & caterina donati: Parsing strategies in Hebrew
and ltalian Relative Clauses: Shall | Avoid Gaps?

Daria Antropova & Natalia Slioussar & Elizaveta Galperina & Olga Kruchinina: Grammatical
gender, number and case in processing: experimental studies on Russian

Sarah Cameron & Natalia Kartushina & Bjorn Lundquist & Sendy Caffarra: ERPs reveal
differential processing of three types of gender violations in Norwegian

Agnieszka E. Konopka & Evita Ahmed Hashmi & Martina Italia & Keir Lawley & Joost Rommers &
Brian Mathias: Prediction Updating During Novel Word Learning: Evidence from Cerebellar TMS

Bohyun Tak & Jihun Im & Ha-a-yan Jang & Jungmin Moon & Sung-Eun Lee: Neural Decoding of
Pragmatic Inferential Processing in First and Second Language

Joshua Hartshorne: World knowledge without world knowledge: Winograd meets the
Jabberwocky

Hening Wang & Jia Ren & Michael Franke: Interpreting Plural Predication in Visual Contexts:
Cover-Based Resolution of NP Structures

Inbal Kuperwasser & Einat Shetreet: Processing of novel metaphors in an intergroup context

Fabian Istrate & Laia Mayol & Gabriela Bilbiie & Barbara Hemforth: The role of information
structure for subject position: evidence from Romance languages

Teresa Quesada & Jacopo Torregrossa & Cristobal Lozano: The role of distance on pronoun
resolution: Evidence for a two-stage model
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Chiara Battaglini & Federico Frau & Veronica Mangiaterra & Luca Bischetti & Paolo Canal &
Valentina Bambini: When girls are pearls, are they pleasant or are they beautiful? Capturing
variation in metaphor interpretation via Intersubject Representational Dissimilarity

Ingmar Brilmayer & Petra B. Schumacher: Referential Resolution in Naturalistic Contexts: Audio-
Visual Integration in the N400/P300 Window

Noelia Ayelén Stetie & Gabriela Mariel Zunino: Blame it on the verb: Implicit causality verbs and
its incidence in relative clause attachment

Ondrej Drobil & Jan Chromy: The Effect of Adjective Position on Information Recall in Czech

Gabriel P. Moya & Ernesto Guerra: Irony Processing in Reading: Eye-Tracking Evidence on the
Predictive Role of Mentalizing and Vocabulary

Martina Dvorakova & Natalie Kikotova & Josef Urbanec & Antonia Goetz & Katefina Chladkova:
Detecting foreign rhythm in native-language speech at birth

Vera Heyer: Seeing the Little Things: Context Effects on the Processing of Inflectional Affixes on
Novel Words in Late Second Language Learners

David Pagmar & Yuval Marton & Asad B. Sayeed: Animacy cues and word order in language
acquisition and dialogue corpora

Buhan Guo & Andrea Santi & Shayne Sloggett & Giuseppina Turco & Sven Mattys & Nino Grillo:
Reanalysis as Last Resort: Coercion in Tense Harmony Violations

Liliia Terekhina: The three way relationship among sleep quality, bilingualism and cognition
Nikonova Yana & Alexeeva Svetlana: Letter computation in Russian: further exploration

Hannah S. Rognan & Shohini Bhattasali: Modelling Temporal Connective Processing with LLMs:
Insights from English & Norwegian

Robin Lemke: Investigating crosslinguistic processing constraints on preposition omission under
ellipsis

Cui Ding & Shan Gao & Ethan Wilcox & Lena Ann Jager: When Half a Word Is Enough: How
Lexical Expectations Modulate Visual Uncertainty in English and Chinese

Spencer Caplan & Douglas Richard Guilbeault & Charles Yang: A unified threshold for individual
learning and convergence across populations

Shiyu Li & Jordan Gallant & Gary Libben & Gonia Jarema: Chinese Compound Word Production
in Typing to Dictation

Miyuki Rachel Oshima & Yasunori Morishima: Dilemmas and Language: Observing the decision-
making process between first and second language using fNIRS

Miriam Schulz & Masato Nakamura & Matthew W. Crocker: Earlier and stronger effects of
prediction through production

Fang Yang & Holly P. Branigan & Martin J. Pickering: Relative Activation of Competing Event
Roles in Mandarin Discourse Development

Joana Miguel & Catarina Barbosa & Susana Cardoso & Jodo Verissimo: Learning morphological
rules across typical and atypical development
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Nikolaos Ntagkas & Despina Papadopoulou: Morphological processing in Modern Greek: A form-
then-meaning, dual-route account

Alexander Kilpatrick & Rikke Bundgaard-Nielsen: Language Processing Insights from Average
Phonemic Bigram Surprisal

Emma Corbeau & Céline Pozniak & Heather Burnett: Experimental approach to advice-giving in
French L1 and Japanese L1

Julia Chauvet & Andrea E. Martin & Ardi Roelofs & Frank H. Guenther & Antje S. Meyer: Bridging
models of linguistic planning and speech production: The case of lexical stress in English

Nevena Klobucar & Esther Rinke & Raffaella Folli & Chrisina Sevdali & Juliana Gerard: Online
and offline pronoun comprehension by German-speaking children and adults

Diane Méziére & Titus von der Malsburg: Predicting Reading Comprehension from Eye-Tracking
Measures with Random Forests

Shiyu He & Dagmar Divjak & Petar Milin: The Cost of L2 Fluency: Eye-Movement Evidence for
Reduced L1 Reading Automaticity

Kamila Kuishibekova & Valentina Apresyan: What Word-Guessing Reveals About Your Brain:
Patterns of Lexical Storage and Processing

Yoko Nakano & Chunxia Hu & Atsushi Yuhaku: Interference Triggered by Syntactic and Semantic
Similarities in L1 and L2 Japanese

Elena Marx & Zofia Kordas & Hannah Grobauer & Eva Wittenberg: The causal chain in English
conditionals depends on event structure

Katharina Spalek & Merel CJ Scholman & Vera Demberg: The effect of the focus particle "only' on
discourse expectations and discourse marking

Jiaxuan Li & Kayla Keyue Chen & Anne Wang & Yuhan Shen & Yijia Luo & Richard Futrell &
Wing-Yee Chow: The good-enough listener: A visual world paradigm reveals the interaction
between prediction and bottom-up input

Danning Sun & Aine Ito: Cue weighting in prediction: context and classifier effects in English-
Chinese bilinguals

Lara Kelly-lturriaga & Mitsuhiko Ota & Martin Pickering: The effect of language distance on
bilingual lexical processing

Annett B. Jorschick & Yuan Zhou: Not All Vowels Are Learned Alike: The Limits of L2 Experience
in Cross-Linguistic Vowel Perception

Valeria Galimberti & Beatrice Giustolisi & caterina donati & Francesca Foppolo: Formal and
semantic cues in gender assignment to novel words in Italian

Rupali Limachya & Steven Frisson & Federica Degno & Simon P. Liversedge & Kevin B. Paterson
& Ascension Pagan: Investigating prediction error cost during natural reading in young and older
adults: Evidence from eye movements and fixation-related potentials
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Salma Gilani & Katrien Segaert & Linda Wheeldon & Evelien Heyselaar: Structure dependent
differences in the persistence of syntactic priming

Inés Cardoso Ferreira & Leona Polyanskaya & Mikhail Ordin: Tracking Affixation: ERP and
Behavioural Insights into the Suffixing Bias

Sara KoSutar & Judith Schlenter & Natalia Mitrofanova & Serge Minor: Cross-linguistic influence
in bilingual minds: A Visual World eye-tracking study on grammatical aspect processing in
Croatian-German and Croatian-Italian children

Cassandra L Jacobs & Loic Grobol & Alvin Tsang & Ryan J. Hubbard: Semi-automatic selection
of semantic substitutes in sentence comprehension stimuli

Chi Hou Pau & Grant Goodall: The absence of D-linking effects in Cantonese Wh-islands

Junghwan Maeng & Hyun Kyung Rachel Lee & Samuel Sui Lung Sze & Joey Zhiyin Zhu &
Yoonsang Song: EEG time-frequency analysis of syntactic unification in Cantonese and English

Mikihiro Tanaka: The Production of Coercion in Japanese: Evidence from Priming

Bram De Keersmaecker & Rob Hartsuiker & Aurélie Pistono: The role of attentional resources on
errors and disfluency in speech production across different degrees of speech rate restriction.

Kyla McConnell & Berit Reise & Antje S. Meyer: The pervasive role of linguistic knowledge in
verbal fluency tests: How individual differences in language skills shape the mental lexicon

Anna Viola Safrany & Anna Kamenetski & Tiziana Srdoc & Attila Balla & Eva Wittenberg: Marking
Aspect in Social Events: The Hungarian Verbal Prefix Meg- Increases Perceived Mutuality

Yun Feng & Shinyi Li & Ming Xiang & Yao Yao: Gender stereotype in auditory sentence
processing: effects of talker and listener gender

Kate Stone & Milena Rabovsky & Henning Holle: Immediate sensitivity to thematic role
constraints in a lexical decision task

Chia-Hsuan Liao: When “Mayor apologized citizens” becomes acceptable: ERP investigations on
the transitive use of intransitive verbs in Mandarin

Yao-Ying Lai & Maria Pinango & Hiromu Sakai & Michiru Makuuchi: Task-dependent neural
modulation during sentential meaning computation

Fengyun Hou & Alexander Anderson & Nina Kazanina: Automatic processing of relational
structure in language: A frequency-tagging EEG study of Chinese compounds

Fenja Plate-Glines & Jana-Elina Jordan & Markus Bader & Sascha Bargmann & Gert Webelhuth:
Influence of the syntactic function on the production of negated sentences in German

Kristof Strijkers: Language in the Dyad: Linking Linguistic and Neural Alignment.

Owen Kapelle & Monique Flecken & Conrado Bosman & Paul Boersma: Linguistic and Non-
Linguistic Cues during Colour Discrimination May Function as Differential Cues for Expectations:
An Approach Using ERP and Oscillatory Analyses

Anna Cameron & Alexandra Cleland & Agnieszka E. Konopka: Sound-Symbolism Effects in Novel
Word Generation

Angelina loannidou-Tsiomou & Katja Maquate & Sarah Creel & Pia Knoeferle: Mozart’'s Concert in
da Hood: A VWP Eye-tracking study on the effects of music as formality-context on online
comprehension of register nuances.
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Regina Hert & Barbara Képke & E Jamieson & Vera Heyer & Monika S. Schmid & Holger Hopp:
T(w)o Gender(s) or not t(w)o Gender(s) — Gender Assignment in German in English-German and
French-German Bilinguals

Linh Pham & Zuzanna Fuchs & Elsi Kaiser: Dynamic language transfer in bilingualism: How L1
Vietnamese L2 English speakers process filler-gap dependencies in English

Jens Schmidtke: Exposure Frequency and Native Language Interference in Early Second
Language Auditory Word Learning

Gabriela Mariel Zunino & Carmela Tomé Cornejo & Gloria Gagliardi & Raquel Freitag & Noelia
Ayelén Stetie & Sofia Tzinavos Mufioz & Emanuele Miola: Female butchers meet male
babysitters: a multilingual maze on the effects of gender stereotypes and grammatical gender
during sentence processing

Nino Grillo & Buhan Guo & Keir Moulton & Shayne Sloggett: Composition-sensitive predictions:
Incremental Processing of Experiential Perfects

Andrés Contreras & Anita Tobar-Henriquez & Ernesto Guerra & Edmundo Kronmliller:
Dissociating Speaker-Specific Effects on Referential Precedent Interpretation

Yixia Wang & Peter Hendrix & Emmanuel Keuleers: Network Properties of Chinese Characters
and their Effect on Processing

Eva PospiSilova & Jan Chromy: Sentence Processing and Memory: Immediate Recall of
Information from Adjectives with Different Syntactic Status in Czech Adult Speakers

Robin Lemke: Predicting ellipsis usage with a game-theoretic model informed by production data

Valerio Pepe & Joshua Hartshorne: A large-scale investigation of pronoun interpretation biases in
LLMs

Ebony Pearson & Van Rynald T. Liceralde & Duane Watson: Listeners without the pin-pen merger
find 'pin' and 'pen' ambiguous: Evidence for a parallel activation account of dialect processing

Sumin Jo & Yunju Nam & Jaewon Choi: The role of emotional valence of head-NP in the Korean
relative clause attachment

Hailin Hao & Elsi Kaiser: Revisiting Uniform Information Density and *that*-reduction in English
Complement Clauses

Hannah Krueger & Samantha Wray: Effects of written but unpronounced morphemes on auditory
word recognition

Xiao Ke & Silke Brandt & Katherine Messenger: The Influence of Conceptual and Syntactic
Interaction on Syntactic Structure Selection in Chinese Speakers’ Language Production

Paula Luegi & Isabel Falé & Jéssica Gomes & Amalia Mendes: Processing (dis)continuous
explicit and implicit discourse relations in European Portuguese

Filip Smolik & Maro$ Filip: Learning articles in an artificial minilanguage: error-based learning or
propose-but-verify

Fang Yang & Holly P. Branigan & Martin J. Pickering: Communicative Goals Influence Conceptual
but Not Structural Alignment

Onur Keles & Nazik Dinctopal Deniz: Task effects in good-enough parsing in Turkish: Human and
LM comprehension of thematic roles

Onur Keles & Zeynep Irem Bayrakli Keles & Nazik Dinctopal Deniz: How good-enough is L2
sentence comprehension? Processing of thematic role (reversal)s in L2 Turkish
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Keynote 1.
Leveraging big data to map
lexical-semantic space

Penny Pexman
Western University

London, Canada.

The development of large-scale word norms and behavioural megastudies has enabled consideration
of multiple lexical and semantic dimensions and exploration of the possibility that these dimensions
have simultaneous and interacting effects on behaviour. These tools have also supported evaluation
of multiple representation theories, which posit that word meanings are represented via a combination
of properties derived from sensorimotor, affective, social, cognitive, linguistic, and other experiences. |
will describe a series of studies in which my colleagues and | have tested predictions of these theories
for acquisition and processing of word meanings, exploring how these multiple dimensions might be

mapped in semantic space.
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Keynote 2:

Designing Big Science: Lessons from
a 25,000-participant, 30-language
semantic priming study

Erin Buchanan

Harrisburg University

Pennsylvania, USA.

This talk shares insights from the Semantic Priming Across Many Languages (SPAML) project, one
of the largest cross-linguistic studies in cognitive science to date. | will walk through the process of
designing and managing this global big team science effort, highlighting challenges and solutions in
cultural adaptation, translation, IRB coordination across 126 labs, data harmonization, and adaptive
sampling. The talk will offer practical lessons for others building multilingual, high-volume, open science

collaborations.
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Keynote 3.

Understanding measures of word
occurrence in psycholinguistics through
a network of static and dynamic actors

Emmanuel Keuleers
Tilburg University
Tilburg, Netherlands.

| propose a framework for understanding language as a network structure that is theoretically rooted
in a usage-based approach to language and introduces formalizations from network science. While a
traditional way of modeling language as a network, is to represent language users as nodes while edges
represent communicative interactions, the framework introduces a crucial distinction between two types

of nodes:

1. Dynamic actors: Entities capable of processing, storing, and producing language autonomously (e.g.,

humans, advanced Al systems).

2. Static actors: Language artifacts that store information but cannot process it independently (e.g.,

books, databases).

Interpreting different measures of word occurrence in psycholinguistics (word frequency, contextual di-
versity, word prevalence) in such a framework shows misalignment with what researchers think they are
measuring. | explore the consequences of this misalignment and propose some alternatives. Taking a
wider view, | will discuss how changes in the network composition and connectivity can fundamentally

change our operationalizations of participants’ language environment.
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Opening Talk:
Researching and communicating
multilingualism

Katefina Chladkova
Faculty of Arts, Charles University

Prague, Czechia.

The way people speak and the language they use are crucial parts of their identity. Language helps
individuals identify with a community, but it also signals when they stand outside of another. In today’s
world, where it is easier than ever to connect across countries and cultures, one’s accent or language
may sometimes hinder social integration. Rather than attempting to eliminate accents (and thus part of a
person’s identity), the way forward is to teach societies and communities to value and promote linguistic
variation. | will briefly present some of the studies from our current project, in which we investigate
language development in multilingual and multi-accent settings, the origins of accent- and language-
based social biases as well as the factors that modulate them. The ultimate goal of the project is to put
this knowledge into practice so that schools, social services, healthcare providers, and the general public
become more aware of the benefits that multilingualism brings and learn to embrace it. The purpose of
this AMLaP satellite workshop is to learn about successful research and science-transfer approaches
to multilingualism across cultures and societal settings, which the two invited talks will showcase from

different perspectives.
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Keynote 1.
Using public engagement to ‘normalize’
multilingualism

Sharon Unsworth
Radboud University

Nijmegen, Netherlands.

Most of the world's children are growing up with more than one language and yet, many educational
systems are designed with monolinguals in mind. Teachers and parents regularly lack understanding of
what 'normal' multilingual acquisition looks like, and their views are often informed by popular miscon-
ceptions and personal beliefs. In this talk, I'll consider how we can use public engagement to 'normalize’
multilingualism. In the first part, I'll present a (very!) brief overview of some of our recent work on
cross-linguistic influence, lexical processing and language distance and consider what this means for
expectations concerning multilingual language development. In the second part, I'll showcase our public
engagement initiative Kletskoppen (‘Chatterboxes'). Kletskoppen organises activities for bilingual and
monolingual children promoting language, language science and multilingualism. I'll present evidence
from impact evaluations demonstrating how these activities can change children's attitudes to multilin-

gualism, as well as providing some more general tips on engaging the public with language science.
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Keynote 2:
Born into a multilingual society: Early
language acquisition in Ghana

Natalie Boll-Avetisyan
University of Potsdam

Potsdam, Germany.

Most infants worldwide grow up in multilingual societies in the Global South. Yet, for over half a century,
research on infant language acquisition has focused almost exclusively on babies raised in monolingual
Western contexts, acquiring one or at most two languages. This lack of diversity in study populations
poses significant challenges for developing comprehensive theories of language acquisition and multi-
lingualism. In this keynote, | will present research addressing this gap by focusing on infants growing up
in Ghana, a highly multilingual society. | will first present survey data documenting the degree of mul-
tilingualism in Ghanaian infants’ language input. Next, | will present experimental work on multilingual
infants’ speech processing, which includes a study of word recognition in code-mixed sentences and a
study on the use of speech segmentation cues. | will demonstrate how we adapted classical psycholin-
guistic methods, using mobile equipment, to the West African context, and | will highlight where our field
needs to become more flexible in embracing modifications to standard methodologies. | will conclude

by discussing how our research findings relate to current theories of language acquisition.
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Keynote 1.

Towards personalized models of process-
ing difficulty: Modelling individual differ-
ences in working memory capacity and
background knowledge

Vera Demberg

Saarland University

Saarbriicken, Germany.

Today’s LLMs are able to model language with unprecedented accuracy. But are they also useful as
tools for cognitive modelling? In my talk, | will argue that LLMs enable us to test more precise hypothe-
ses about human language processing. Specifically, | will show that the lossy context surprisal model,
which incorporates memory constraints, can be used to model the effects of differences in human work-
ing memory capacity on eye-movements during reading, and | will demonstrate that surprisal models
that reflect the specific experience and background knowledge of a human can better predict their read-
ing behaviour. [TModelling the variability in human comprehenders cannot only help us gain a deeper
understanding of cognitive mechanisms by identifying the effect of specific cognitive capacities, but also

enable educational and clinical applications.
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Keynote 2:

The Bilingual Multiverse: Real-time effects
of language of operation on categorical
perception and abstract conceptualisation

Guillaume Thierry
Bangor University

Bangor, UK.

This talk examines neuroscientific evidence showing that language is deeply entangled with perception,
emotion, and conceptual thought, challenging the modular view of language as an isolated cognitive
system. Across diverse linguistic and cultural contexts, the brain constructs meaning in ways that reflect
not a single universal model, but a semantic multiverse: a plurality of coexisting conceptual frameworks

grounded in bodily experience and shaped by linguistic structure.

Pre-attentive brain responses reveal that language-specific terminology influences early perceptual pro-
cesses—for example, modulating sensitivity to colour distinctions (Thierry et al., 2009). Speakers of
different languages also experience language-dependent categorical perception for object shapes, of-
fering strong evidence for a double Whorfian dissociation (Casaponsa et al., 2024). Abstract domains
such as time are flexibly encoded: Chinese-English bilinguals shift between horizontal and vertical spa-
tial metaphors depending on the active language, indicating that even the flow of time is linguistically
and bodily grounded (Li et al., 2019; Li et al., 2023).

Emotion and morality, too, are shaped by language. Reading in a second language reduces emotional
resonance (Wu & Thierry, 2012, Jonczyk et al., 216, 2024) and inhibits native-language lexical access
under negative affect (Zhang et al., 2023). Strikingly, individuals are more likely to accept foreign cultural
norms when they are expressed in a second language, pointing to the powerful role of language context

in moral and cultural judgment (Hu et al., 2025).

Together, these findings suggest that language is not merely a tool for expressing thought but a mech-
anism for shaping it—neurologically, emotionally, and socially. The semantic multiverse is thus not a
metaphorical stunt, but an empirical reality: the human brain, far from being modular, operates as a
massively interconnected network, forming meaning through situated, embodied interactions with the

world.
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Keynote 3:
What is language processing anyway?

Michael Ramscar
University of Tlbingen

Tubingen, Germany.

Language science has traditionally assumed that language processing (somehow) revolves around an
inventory of discrete form elements associated with discrete meanings, and the mechanisms that build
them into larger signals, such that research involves identifying and classifying these elements, and
describing the inductive processes of composition and decomposition they support. By contrast, formal
theories of communication have adopted discriminative (deductive) models based on systems: informa-
tion theory does not treat “information” as being a property of individual transmitted signals, but rather

as a function of all of the symbols that could have potentially been sent in the system.

In this talk, | will describe how languages are shaped by information theoretic principles (and the con-
straints imposed by the fact they must be learned), introduce some of the socially evolved structures that
support human communicative processes (and language learning), and explain why these processes
are best thought of as serving to reduce communicative uncertainty within a shared, probabilistic system,

rather than supporting the transfer of meaning.

In doing so, | will focus on some ubiquitous aspects of human communication that either appear re-
dundant (grammatical gender) or else problematic and random (personal names) from the traditional
perspective. | will show how, across languages, an information theoretic perspective helps reveal a re-
markable amount of functional structure in these domains, and describe how the same communicative
structures can be seen across linguistic domains at different levels of description. While these abstract
statistical structures can seem baffling from a traditional perspective, they are both consistent with, and

predicted by, a discriminative, information theoretic approach to language processing.
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Keynote 4
Towards a multimodal view
on the neurobiology of language

Linda Drijvers
Radboud University

Nijmegen, Netherlands.

Face-to-face communication involves auditory signals, such as speech, and visual signals, such as
visual speech and hand gestures. Despite the abundance of visual expressions in language, most
models and theories on the neurobiology of language are based on characteristics of (clear) speech and
text, and they rarely consider multimodal signals. In this talk, | will argue that we need a multimodal view
on the neurobiology of language, and that these visual signals are often taken on board immediately by
listeners in creating and shaping an interpretation of the linguistic input. This talk will center around the
question of how we, as language users, integrate auditory and visual signals into a coherent message,
how this is orchestrated within and between brains, and how we do this in both clear and adverse

listening conditions.
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Age-related effects of language proficiency and use on language switching

Eunice G. Fernandes', Yanina Prystauka?, Foyzul Rahman?, Helene Slaattelid @ya*, Allison Wetterlin®,
Katrien Segaert®, Linda Wheeldon®
' School of Psychology, University of Minho; 2Department of Linguistic, Literary and Aesthetic Studies,
University of Bergen; 3School of Psychology, University of Birmingham, “Department of Psychology,
Nottingham Trent University, SDepartment of Foreign Languages and Translation, University of Agder

eunice.fernandes@psi.uminho.pt

Background: L2 proficiency and use have been claimed to modulate bilingual performance in language
switching tasks: High proficient L2 speakers show symmetrical switching into L1 and L2 [1] and frequent
switchers show smaller switching costs [2]. However, these effects were reported for young adults, and
studies with older bilinguals have not investigated such modulations, though they have shown larger
switching and mixing costs [3], and reduced reversed dominance [4], in older compared to younger
bilinguals. We tested young and older bilinguals on a language switching picture naming task and measured
both switching and mixing costs, which we analysed as a function of individual differences on participants’ L2
proficiency and frequency of language switching.

Method: Participants: We tested 138 older (OAs; 80F; Age M=68.47, SD=5.74) and 80 younger (YAs; 57F;
Age M=23.06, SD=3.20) adult Norwegian(L1)-English(L2) bilinguals. Materials/ Design: There were two
single language blocks at the beginning and end of the experiment, and four intervening mixed language
blocks. 24 experimental pictures with non-cognate names appeared in every block. Half of these were to be
named in L1 and half in L2. In mixed blocks, half of the trials were ‘stay’ (same language) and half were
‘switch’ trials (other language), relative to the preceding trial. Participants had to name the picture, as quickly
as possible, in the language cued by a coloured frame. We measured reaction times (RTs) from the onset of
the picture to speech onset. L2 proficiency was measured by a vocabulary task (% of correct answers) and
Switching frequency was self-rated on a scale from 1 to 4, where 1=rarely, 2=monthly, 3=weekly and 4=daily
(collapsed in Low (1,2) and High (3,4) levels of switching frequency).

Analyses, Results and Discussion: We fitted linear mixed models (using bimer function in R) to RTs on
correct trials (91.87% of data), after z-scoring and removing RTs<250ms and beyond 2SD from each
participant mean (5.66% and 6.32% of data for switching and mixing costs, respectively). Switching costs
compared ‘stay’ to ‘switch’ trials in mixed blocks, and mixing costs compared ‘stay’ trials on mixed to ‘stay’
trials on single language blocks. L2 proficiency and Switching Frequency were added as covariates.

The switching data (Figure1; Table1) replicated findings for reversed dominance (slower RTs in L1 than L2)
and symmetric costs (in L1 and L2) [1]. In addition, we found that switching was modulated by L2proficiency
in older adults only: Increasing proficiency led to faster RT on switching to L2 and slower RT on switching to
L1, which is compatible with stronger reliance on control (and L1 inhibition) for high proficient bilinguals from
single/ dual language contexts [5]. The mixing data (Figure2; Table2) showed larger costs for OAs [3]. In
addition, mixing was modulated by Switching Frequency: Frequent switchers showed reduced mixing costs
in L1 and more reversed dominance in single language blocks, compared to rare switchers, which reflects
modulations of L1 inhibition with varying language control demands associated with the experiment and the
predominant conversational contexts of bilinguals [5]. These findings highlight the importance of testing

across the age span to better understand the mechanisms of language control.
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Figure 1. (z-scored) RTs on mixed language blocks

Table 1. Model output (only sig. effects) for the switching costs. (Zscored-) RT to target

Predictors Est. SE t p
(Intercept) -0.10 0.03 -2.83 <.01
trialType [stay, -0.48; switch, 0.52] 0.47 0.01 36.47 <.01
Language [L1, -0.5; L2, 0.5] 024 002 -1453  <.01
trialType:ageGroup:L2Proficiency 0.00 0.00 -2.26 0.02
Younger: Rare switchers Younger: Frequent switchers Older: Rare switchers Older: Frequent switchers
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Figure 2. (z-scored) RTs on stay trials in single and mixed language blocks

Table 2. Model output (only sig. effects) for the mixing costs. (Zscored-) RT to target

Predictors Est. SE t p

(Intercept) -0.11 0.04 -3.11 0.00
mixing [mixed, -0.66; single, 0.33] -0.24 0.02 -14.06 <1e-04
Language [L1, -0.49; L2, 0.51] -0.08 0.02 -4.78 <1e-04
mixing:Language 0.25 0.02 13.17 <1e-04
mixing:ageGroup 025 0.04 6.88 <1e-04
Language:ageGroup -0.09 0.04 -2.48 0.01
mixing:Language:SwitchFreq [low, -0.58; high, 0.42] 0.09 0.04 2.31 0.02
mixing:Language:ageGroup -0.10  0.04 -2.43 0.02

[1] Costa, A., & Santesteban, M. (2004). Lexical access in bilingual speech production: Evidence from
language switching in highly proficient bilinguals and L2 learners. JML, 50(4), 491-511; [2] Prior, A, &
Gollan, T. H. (2011). Good language-switchers are good task-switchers: Evidence from Spanish-English and
Mandarin-English bilinguals. J. International Neuropsychological Society, 17(4), 682—-691; [3] de Bruin, A,
Kressel, H., Hemmings, D. A. (2023). A comparison of language control while switching within versus
between languages in younger and older adults. Scien Rep, 13(1):16740; [4] Stasenko, A.,Kleinman, D., &
Gollan, T. H. (2021). Older bilinguals reverse language dominance less than younger bilinguals: Evidence for
the inhibitory deficit hypothesis. Psychology and Aging, 36(7), 806—-821; [5] Green, D. W., & Abutalebi, J.
(2013). Language control in bilinguals: The adaptive control hypothesis. Journal of Cog Psych, 25(5), 515—
530
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Processing multilectal grammatical microvariation:

Mapping individual differences with self-paced reading

Jade Sandstedt!, Hjalmar T. Eiksund', Mizuki Tanigawa?
! Volda University College; 2 The University of Tokyo

jade.jorgen.sandstedt@hivolda.no

Background: A growing body of evidence suggests that speakers are highly sensitive to microvariation in their
language/s, using cues such as gender, ethnicity, dialect, and social context to shape real-time comprehension
[1]. This sensitivity extends to multilectalism, where closely related varieties — spoken and written — are pro-
cessed differently given sufficient engagement and exposure [2, 3]. Norways dual Norwegian written standards,
Bokmal and Nynorsk, offer a uniquely controlled setting for investigating multilectal language processing. While
mutually intelligible, the two written standards exhibit systematic lexical and grammatical differences, enabling
precise investigation of grammatical microvariation during sentence processing. Although formally equal in
status, Bokmal functions as the de facto majority variety, with widespread use by most people and institutions
nationwide. Nynorsk, by contrast, is a minority standard with strong regional support in parts of western
Norway. This sociolinguistic landscape provides an ideal context for examining how inter- and intra-individual
variation in language engagement and exposure shapes the processing of fine-grained grammatical contrasts.
Method: Our study was conducted in western Norway, in the Sunnmgre dialect region — an area characterized
by significant variation in Nynorsk/Bokmal engagement (Figure lab). The study employed an online self-paced
reading task across two separate Nynorsk (n = 116) and Bokmal (n = 105) counterbalanced sessions (mini-
mum one-week interval), followed by a language social background questionnaire measuring degrees of Nynorsk,
Bokmal, and Sunnmgre dialect engagement, exposure, and proficiency. Stimuli included non-contrastive (plural
predicate number agreement) and contrastive conditions (e.g., Nynorsk- and Bokmal-specific definite allomor-
phy) to isolate how identical inflectional forms are interpreted differently depending on the language mode.
Results: At the group level, Nynorsk/Bokmal contrastive (definite) sentences elicited weaker and more vari-
able reading-time effects than the non-contrastive control condition (Figure 1c), suggesting that exposure to
Nynorsk/Bokmal grammatical variation may attenuate processing sensitivity. Exploratory factor analysis identi-
fied latent factors representing degrees of engagement and exposure with each standard. Mixed-effects modeling
revealed that individual differences in engagement and exposure predicted sensitivity to grammatical violations
within the minority Nynorsk standard mode (Figure 1d): higher Nynorsk engagement correlated with larger
reading-time costs for inflectional errors in the Nynorsk mode, whereas in the Bokmal (majority standard)
mode, responses to violations remained consistent regardless of individual Nynorsk/Bokmal engagement.
Discussion: These results suggest that multilectal speakers form distinct grammatical representations of closely
related varieties, shaped by individual experience. Sensitivity to Nynorsk-specific violations increased with
higher engagement, suggesting that active use is needed to sustain robust representations of the minority variety.
Echoing findings from bilingualism [4], this highlights that multilectal processing is experience-dependent and
influenced by sociolinguistic differences. These findings support the view that multilectalism is a true sub-case
of multilingualism and underscore the need to consider inter- and intra-individual experiential factors when

modeling grammatical processing, even in contexts and with groups traditionally considered “unilingual”.
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Figure 1: Geospatial, individual, and group-level evidence for mode-specific processing of grammatical micro-
variation. Reading-time sensitivity to contrastive Nynorsk/Bokmaél forms was modulated by individual engage-
ment in the Nynorsk (minority) mode, but not in the Bokmal (majority) mode — suggesting an asymmetric

influence of language experience on the processing of minority versus majority standards.
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Supplementary Language Notes

Norways linguistic landscape is marked by widespread variation and two official written standards, Bokmal and
Nynorsk, which have shared equal judicial status since 1885. Bokmaél developed after Norways independence
from Denmark in 1814, diverging gradually from Danish, while Nynorsk was originally created by the linguist
Ivar Aasen in the 19th century, based on a systematization of rural Norwegian dialects into a single written
standard.

Despite their formal equality, Bokmal overwhelmingly dominates written use today: in 2023, 89.6% of elementary
students used Bokmal as their main written language (Statistisk sentralbyrd). Nynorsk remains strongest in
Western Norway, including Sunnmgre, where this study is situated. Nonetheless, Bokmal is ubiquitous across

Norway through national media, education, and urban influence.

Control and target conditions

In the control condition (1), we tested plural predicate number agreement, where all three varieties — Bokmal,
Nynorsk, and Sunnmgre dialect — require an adjective marked for plural (e.g., robust-¢) to match a plural
subject. The uninflected bare stem (singular form) robust- is ungrammatical.

The target condition (2) examines variety-specific definite plural morphology. Nynorsk and Sunnmgre dialects
maintain a three-gender system, with distinct plural endings for each gender: masculine -ane (e.g., stein-ane
“stone-MASC.DEF.PL”), feminine -ene (e.g., jent-ene “girl- FEM.DEF.PL”), and neuter -a (e.g., dekk-a “(car)
tire-NEUT.DEF.PL”). In contrast, Bokmal uses a generalized -ene for all three genders (e.g., stein-ene, jent-ene,
dekk-ene).

For the definite condition, we specifically focused on masculine nouns, where -ane is grammatical in Nynorsk
but ungrammatical in Bokmal, and vice versa for -ene (grammatical in Bokmal but ungrammatical in Nynorsk).
This design allows us to test how multilectal speakers process the same inflectional forms differently, depending
on the variety mode. Such differences in processing reflect distinct Nynorsk- and Bokmaél-specific grammatical
representations, supporting the view that even subtle morphological differences between closely related varieties
can be differentially acquired, represented, and processed, contingent on the speaker’s level of engagement and

exposure.

(1) Common predicate plural number agreement

Sjafgren er sikker pa at dekka er robust(e) nok til & tale vintervegane. Nynorsk

Sjafgren er sikker pa at dekkene er robust(e) nok til 4 tale vinterveiene. Bokmal

‘The driver is confident that the tires are robust(-PL/*-&) enough to handle the winter roads.

(2) Contrastive plural definite allomorphy

Det var lett a finne vegen tilbake, fordi stein(a/*e)ne var merka med maling. Nynorsk

Det var lett & finne veien tilbake, fordi stein(e/*a)ne var merket med maling. Bokmal

‘It was easy to find the way back, because the stones(-M/C) were marked with paint.



Cognitive control adaptation in code-switching: An ERP study
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Background: Temporary ambiguity resolution in sentence processing is tentatively linked to the upregulation
of domain general cognitive control.[1] Real-time comprehension of intrasentential code-switching (CS)
presents a compelling testbed for cognitive control in language processing as it may require cross-linguistic
conflict resolution. Previous work finds that CS detection induces an upregulation of cognitive control that
extends to succeeding nonlinguistic (e.g., flanker) tasks; the conflict effect, or the increased time to resolve
incongruent flanker trials, was reduced after reading sentences with CS.[2] However, this adaptation has not
been consistently replicated. Some studies observe either no change in or a larger conflict effect after CS
relative to after unilingual sentences.[3,4] Such results favor the predictions of the Control Processes Model
(CPM), which posits that some CS types require open control, increasing vulnerability to interference.[5] This
study examines the contributions of upregulation and interference accounts and assesses the impact of
individual CS experience by characterizing the neural signatures underlying CS cross-task paradigms.
Method: Early Spanish-English bilinguals (n=39) participated in a cross-task experiment during EEG
recording. In critical trials, participants heard a sentence (unilingual Spanish or with multiple switches, Table
1) and then responded to a flanker trial (congruent or incongruent; n=32 per sentence type) (Figure 1), with
effects of sentence type and congruency on ERPs predicted 200-800ms post-flanker onset. Participants also
completed the Bilingual Code-Switching Profile (BCSP) to measure CS engagement and experience.[6]
Results: A permutation-based cluster mass analysis [7] (200—800ms post-flanker onset) revealed a
significant late (496ms—800ms) centro-posterior positive cluster for the main effect of congruency [p<0.001];
incongruent flanker trials elicited greater positivity. No significant clusters emerged for the main effect of
sentence type or the congruency x sentence type interaction. A post-hoc linear mixed-effects model on the
cluster revealed a main effect of BCSP score [b=0.09, SE=0.04, p=0.01]; increased CS experience predicted
larger late positive amplitudes. A significant congruency x BCSP interaction [b=-0.02, SE=0.01, p=0.032]
indicated greater CS experience was associated with a smaller conflict effect (Figure 2). A separate
exploratory analysis evaluated switch effects during sentence processing. A linear mixed effects model for
central electrodes (400-600ms post-switch) showed a main effect of switch [b=-0.52, SE=0.09, p<0.001],
with switch trials eliciting a more negative N400, and a switch x BCSP interaction [b=0.01, SE=0.01,
p=0.027], with increased CS experience predicting reduced N400 amplitude (Figure 3).

Discussion: Switch effects captured during sentence listening did not spill over to subsequent flanker trials;
neither upregulation nor interference adaptation accounts are supported. Instead, a late (496-800ms)
centro-posterior positivity indexing a robust conflict effect sensitive to individual differences in CS experience
was observed; frequent code-switchers experienced smaller conflict effects regardless of preceding
sentence type, suggesting generalized cognitive control efficiency rather than adaptation benefits (i.e.,
upregulation at the trait, not state, level). Frequent code-switchers also exhibited facilitated CS integration,
reflecting efficiency in linguistic conflict resolution. Results highlight the role of bilingual language experience
in shaping control processes. Future analyses will discern whether theta-band activity, linked to cognitive

control, is differentially elicited for (in)congruent flanker resolution as a function of sentence type.[8]
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Table 1 (left). Critical sentences by sentence type; Figure 1 (right). Critical trial structure for main task.
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Background: Language control is well documented in bilingual language use [1]. Typical experimental design
involves two single language blocks (e.g. L1 in the first block and L2 in the second block) followed by a mixed-
language block. The switching cost represents the difference in latencies between items on switch-trials (L1-
L2 or L2-L1) and on repeat-trials (L1-L1 or L2-L2) in a mixed-language block, and is interpreted as an indicator
of transient control (reactive control in response to the encountered conflict between languages). The mixing
cost represents the difference between repeat-trials in the mixed block and trials in the single language blocks,
and is interpreted as an indicator of sustained control (prolonged need to resolve the conflict). The longer
processing in mixed block and on language switch trials both fit the hypothesis that language interference is
resolved by inhibiting the unintended language that persists into the following trials [2]. The two forms of
language control were recently documented in comprehension during within-language alphabet switching [3].
The testbed language was Serbian, which uses Cyrillic (C) and Roman (R) scripts (for details, see Figure 2
and Table 1). The indicator of interference between the alphabets was the size of the phonological ambiguity
effect (PAE), i.e. the difference in visual lexical decision (VLD) latencies between the phonologically ambiguous
and the phonologically unambiguous form of the same lexeme, with larger PAE indicating greater interference
[4, 5]. However, the novelty of the design prevented a more direct comparison between bilingual language
switching and within-language alphabet switching. Therefore, to enable generalization of the findings to a more
general framework of code-switching, in this study, we presented two alphabets in a traditional block-switching
paradigm. In experiment 1 (E1) the only conflict was that of alphabets, whereas in experiment 2 (E2), an
additional conflict of grapheme-to-phoneme mapping was introduced.

Method: We presented native speakers with the VLD task in two experiments in Serbian employing the block-
switching paradigm. The first two blocks included single-alphabet items (C then R, or R then C), followed by a
mixed-alphabet block (R and C). In E1 (N=87) all items (120 words and 120 pseudowords) had unique
phonological mapping (e.g. MACKA or MAYKA). In E2 (N=111; novel set of 120 words and 120 pseudowords),
half of the items were presented in their phonologically unambiguous form (e.g. SAJAM, MNETAK), and half
were presented in phonologically ambiguous form (CAJAM, PETAK). Alphabet was counterbalanced across
items and blocks, and the words presented in E1 and E2 were matched for several relevant lexical variables.
Results: In both experiments, linear mixed-effects regression revealed significant switching cost, i.e. the effect
of switched vs. repeat-trials in the mixed block (E1: 3=.03, CI[.01-.04], p<.001; E2: p=.03, CI[.01-.05], p<.001),
and marginal mixing cost (i.e. the effect of repeat-trials in mixed vs. single-alphabet blocks). Finally, in E2, PAE
was significant in single-alphabet blocks (=.07, CI[.05-.09], p<.001) and significantly larger in mixed-alphabet
block (B=.13, CI[.12-.15], p<.001).

Discussion: The observed results corroborated the presence of a robust effect of transient control in within-
language alphabet switching, and a marginal effect of sustained control, as typically observed with language
switching, thus indicating that alphabet switching and language switching can be seen as cases of more
general switching of codes. PAE was present in single-alphabet context and larger in mixed-alphabet context,

suggesting that phonological conflict introduces an additional dimension and a potential for novel insights.
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Figure 1
Observed reaction latencies from Experiment 1 (left hand column, row 1 and 2) and Experiment 2 (middle
and right hand column, row 1 and 2) illustrating mixing cost (row 1), switching cost (row 2), and phonological

ambiguity effect (row 2, right hand column).
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Serbian orthography

Highly transparent orthography of Serbian can be transcribed in two alphabets — Cyrillic and Roman, and
native speakers are frequent and highly fluent alphabet switchers. The two alphabets are not typically mixed
within the same word or sentence, but the speakers are capable of reading effortlessly even in such conditions.
Typically, the alphabets are mixed across discourse (e.g. one could read a textbook in one alphabet, then
switch to another alphabet when reading e-mails, etc.). The letters of the two alphabets partially overlap (Figure

2), thus enabling the creation of various visual verbal stimuli (Table 1).

Figure 2

The structure of the Serbian writing system (from Fiipovi¢ Purdevi¢ & Feldman, 2024).

Written and pronounced

Common in the same way
graphemes
UBAB E¢épop
T UM AEJK FGIL '
| . & Uniquely Roman
Unlque:]y Cyrillic Iy 53 Mo T Fein gqraphyemes
graphemes UK B VL
Xnus| HECB NRSV
Phonologically
Pronounced ambEJUOUS
differently graphemes

Table 1
Examples of the orthographic sequences in Serbian that can be constructed by combinations of unique,

common and ambiguous graphemes (from Fiipovi¢ PBurdevi¢ & Feldman, 2024).

Composition Word Alphabet Phonemic interpretation Meaning
Roman /sajam/ fair
Unique SAJAM -
and Common Cyrillic / /
graphemes Roman / /
METAK Cyrillic /petak/ Friday
Roman /atom/ atom
Common ATOM Cyrillic /atom/ atom
graphemes Roman /atok/ /
ATOK Cyrillic /atok/ /
Roman /katsa/ barrel
KARA Cyrillic /kasa/ cash register
. Roman /petak/ Friday
Ambiguous HETAK Cyrillic [retak/ /
and Common Roman [tsajam/ /
h
graphemes BAJAM Cyrillic Isajam/ fair
Roman /atop/ /
ATOR Cyrillic [ator/ /
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Encoding and Reactivating Syntactic Nodes: insights from Coordination
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Background: A growing body of research highlights the importance of syntactic information for memory
mechanisms subserving sentence comprehension [e.g., 1, 2, 3]. The first goal of the present study is to offer
a formal discussion on syntactic encoding, built on cue-based retrieval theory [4]. We argue that encoding-
retrieval operations target fully specified syntactic nodes, rather than lexical items. The second goal is to
empirically investigate the reality of an understudied component of the model: activation boost due to
successive retrievals. Both goals are pursued by leveraging the hierarchical structure of coordination [5], which
is displayed in Fig.1 along with the relevant memory representations.

Method: Two reading time experiments conducted on lItalian investigate the role of reactivation mechanisms
in modulating retrieval times. Both experiments are based on the following 2-condition design (example of

Italian stimuli in Appendix A, along with some language-specific considerations):

(a) RC-plur: The assistant and the president [that __ have.pL done the interview with the reporters from
the newspaper] quickly return.p. to the office.
(b) RC-sing:  The assistant and the president [that __ has.sc done the interview with the reporters from the

newspaper] quickly return.p. to the office.

In both conditions, retrieval of the full coordination ("the assistant and the president") is necessary at the matrix
verb (“return”). Manipulating the number marking on the Relative Clause (RC) verb (singular vs plural) forces
different RC attachments in the two conditions: the whole coordination is retrieved and interpreted as the
subject of the RC in (a), while only the second conjunct (the president) is retrieved in (b). If silent reactivation
boosts activation, retrieval at the matrix verb should be facilitated more in (a) than in (b), leading to faster
reading times. Therefore, we predict higher reading times at the matrix verb in condition (b) with respect to (a).
Experiment 1: 240 native speakers of Italian, recruited through Prolific, completed a moving-window self-paced
reading task on PClbex. Experiment 2: 107 native speakers of Italian completed an eye-tracking while reading
task, which served as a lab-based replication of Experiment 1, with a different participant pool and a more
naturalistic task. Both experiments employed the same stimuli (32 experimental items; 64 fillers).

Results: Reading times on the matrix verb were analyzed with Bayesian linear mixed models, with the RC
verb number as fixed effect, and a full random effects structure. Alongside 95% Credible Intervals for the
parameter of interest, formal hypothesis testing was carried out using Bayes Factor. Due to their sensitivity to
the prior specification, Bayes Factors are reported for a range of priors for the parameter of interest [6].
Experiment 1 showed a slowdown on the matrix verb in condition (b): mean difference 24ms, 95% Crl [7, 40]
and BF1o ranging from 3 to 12. Experiment 2 replicated this slowdown in fotal time: mean difference 37ms,
95% Crl [0, 74] and BF+o ranging from 2 to 6.

Discussion: This study offers direct empirical evidence for activation boosts due to silent reactivation and
promotes a syntactically explicit framework for understanding memory operations during real-time sentence

comprehension, contributing to a more integrated view of syntax and memory in language processing.
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complement : DP3 complement : NPI complement : NP2
number . plural number :  singular number :  singular
case :  nominative case 0 case 0
animacy . animate animacy :  animate animacy : animate

Fig.1 An example of how the hierarchical structure of coordination is assumed to be encoded in working
memory. Structural features like position are used to identify syntactically licensed candidates for retrieval.
Each node is encoded by a separate memory representation, leading to two different representations being
reactivated in (a) and (b) of the experiments presented here.
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Appendix A — example item in Italian and some linguistic considerations

(a) RC-plur: L'assistente e il presidente che hanno sostenuto l'intervista con i giornalisti del quotidiano
tornano velocemente in ufficio.
(The assistant and the president that gave.p. the interview with the reporters from the
newspaper quickly return to the office.)

(b) RC-sing: L'assistente e il presidente che ha sostenuto l'intervista con i giornalisti del quotidiano
tornano velocemente in ufficio.
(The assistant and the president that gave.sc the interview with the reporters from the

newspaper quickly return to the office)

1. Due to the agreement patterns of Italian, the different interpretation of the relative clause in (a) vs (b)
remains the same with multiple verb forms. The choice of the present perfect form (“ha/hanno
sostenuto”) is due to it being more natural in the context described by the sentence, with respect to
other verb forms such as present simple or past simple. The English version of the two sentences,
on the other hand, may feel more natural with the use of past simple verbs inside the relative clause
(“...that gave the interview”). This version would not allow the same experimental manipulation, due
to the lack of number agreement which makes the RC attachment ambiguous.

2. The only possible interpretation of (a) is that both the assistant and the president gave the interview,
while the only possible interpretation of (b) is that only the president gave the interview.

3. The mandatory number agreement with the matrix verb “torn-ano” (“return” / “go back”) makes it
clear that the verb refers to a plural entity, i.e., both the assistant and the president, excluding every

other potential interpretation.
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Background: Memory retrieval for dependency processing is commonly postulated to rely on a cue-based
retrieval (CBR) mechanism[1]. Under the CBR framework, elements that share cues with a target can cause
interference during dependency resolution, even when their syntactic position should make them unavailable
for resolution. Despite successes of CBR, the theory faces several challenges. First, it is tested only on small
subset of cases, mainly agreement and reflexives[1], but we know little about its role beyond the sentence
domain. Second, the small magnitude of the established interference effects in combination with the noisy
nature of data makes investigating the theory’s properties prohibitive and prone to spurious findings[1,2]. We
address both concerns by considering additive presuppositions, following recent research on cue-based
retrieval in discourse[3]. Consider “We met last year. | hope we meet again soon”. Here, the presupposition is
triggered by “again”, requiring a discourse dependency between the information in the second clause and the
proposition in the first clause (i.e., we met previously). We argue that such presuppositions can elicit
interference effects similar to those predicted by CBR and in line with prior findings[3]. Moreover, in our design,
we observe effects compatible with CBR, which are much stronger than those reported to date.

Method: We designed two experiments in Dutch to study the effect of (mis)matching information and
interference on presupposition resolution in short discourses. Following an introduction sentence, the second
sentence introduced a target direct object (DO) and a distractor DO. Either could (mis)match the
presupposition in the third sentence, leading to a 2x2 design (T-MATCH vs. T-MIS, D-MATCH vs. D-MIS).
Crucially, the distractor appeared under the scope of negation (Exp1) or was linked to a different discourse
referent (Exp 2) which made it inaccessible for presupposition resolution. See (1) and (2) below for example
items. We ran a separate acceptability study for either experiment to pretest the items, and an eye-tracking-
while-reading study on Exp 1. Eye-tracking-while-reading for Exp 2 is planned but not done yet.

Results + discussion: For Exp 1 (n=56, items=36) the eye-tracking results were partially consistent with CBR
(Fig.1): we found slowdown effects for T-MIS and D-MIS in early measures (95% ClI regression path duration:
T-MIS [-0.07;-0.01], D-MIS [-0.05;-0.01]; right bounded similar). Faster reading times for T-MIS D-MATCH
compared to T-MIS D-MIS are also consistent with the interference effect predicted by CBR, however, the
comparable difference in the T-MATCH condition requires additional explanation, perhaps encoding
interference[4]. For Exp 2, the off-line acceptability study showed an interaction between Target and Distractor
and the nested model (Fig. 2) already revealed a strong interference effect in line with CBR: D-MATCH
increased acceptability in T-MISMATCH conditions while the interference is trending towards decreased
acceptability in T-MATCH. This demonstrates that (i) people are sensitive to information relevant for resolution
and (i) their reading times show interference effects of inaccessible DOs, especially when the accessible DO
mismatches. We believe that the experiments provide evidence that memory models can and should be
applied beyond syntactic domain. Furthermore, discourse dependencies provide unique and valuable
opportunity to collect novel data that is more easily obtained. Given our data, we argue that size of the effect
reflects not just a contrast between discourse and syntax, but between the ways information is encapsulated

in memory and tied to other information in a discourse.
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Supplementary material

(1) Exp 1, example item in all four conditions. Regions of interest are indicated with square brackets.
Regions 6 and 7 are considered the critical and post-critical regions.

T-MATCH
D-MATCH

T-MATCH
D-MIS

T-MIS
D-MATCH

T-MIS
D-MIS

[Megan had
honger maar
gelukkig stond er
een volle
fruitschaal in de
lobby van het
hotel.]1

Megan was
hungry but luckily
there was a full
fruit bowl in the
lobby of the hotel.

[Megan heeft een gele appel gegeten]z [maar ze heeft geen groene appel gegeten.]s
Megan ate a yellow apple but she did not eat a green apple.

[De ochtend erna
heeft Meganls
opnieuw]s [een

[Megan heeft een gele appel gegeten]z [maar ze heeft geen groene
Megan ate a yellow apple but she did not eat a green pear.

gegeten.]s

appel gegeten]s
[want ze wilde]?
[meer fruit eten.]s

[Megan heeft een gele gegeten]2 [maar ze heeft geen groene appel gegeten.]s
Megan ate a yellow pear but she did not eat a green apple.

The morning after,
Megan again ate
an apple because

[Megan heeft een gele gegeten]2 [maar ze heeft geen groene
Megan ate a yellow pear but she did not eat a green pear.

gegeten.]s

she wanted to eat
more fruit.

Exp 2, example item in four conditions. An additional four versions were created where the order of referents
was reversed, i.e., ‘Jan’ and the distractor DO precede ‘Megan’ and the target DO. The final sentence was the
same in all versions. Regions 6 and 7 are again the critical and post-critical regions.

T-MATCH [Megan had honger | [Megan heeft een gele appel gegeten]z [en Jan heeft een groene appel gegeten.]s [Megan heeft de
D-MATCH | maar gelukkig Megan ate a yellow apple but Jan ate a green apple. ochtend ernals
stond er een volle [opnieuw]s [een
] fruitschaal in de appel gegeten]s
T-MATCH lobby van het [Megan heeft een gele appel gegeten]z [en Jan heeft een groene gegeten.]s [want ze wilde]r
D-MIS hotel.J1 Megan ate a yellow apple but Jan ate a green pear. [meer fruit eten.]s
T-MIS Megan heeft een gele egeten]z [en Jan heeft een groene appel gegeten.
Megan was hungry (Meg 9 geg Pl 9 ppeigeg b The morning after,
D-MATCH but luckily there Megan ate a yellow pear but Jan ate a green apple. Megan again ate
was a full fruit bow!
T-MIS in the lobby of the [Megan heeft een gele gegeten]2 [en Jan heeft een groene gegeten.]s zgeafvglﬁtssisu:;
D-MIS hotel. Megan ate a yellow pear but Jan ate a green pear. more fruit.
Posteriors for RPDUR on the critical region Posteriors of Exp 2 Acceptability
Target 4 Target - —A—

Distractor (T-MIS) 4

Distractor (T-MATCH) A

Fig. 1. Exp 1 Regression path duration with
effects of the Distractor nested inside the two
Target conditions. The horizontal lines denote
the 95% credible intervals. Matching Distractors
increased reading times in both T-MIS and T-

Distractor (T-MIS) 4

o

Distractor (T-MATCH) 4

MATCH conditions.

-0.05

0.00 0.0 05
Log ms

log odds

1.0 1.5

Figure 2. Acceptability study. Effects of the
Distractor nested inside the two

Target conditions. The horizontal lines the 95%
credible intervals. Matching Distractors increased
acceptability only in the T-MIS condition.
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Is world knowledge activation exhaustive or selective during language comprehension?

Evidence from bidirectional self-paced reading

Chengjie Jiang, Walter van Heuven, Ruth Filik
School of Psychology, University of Nottingham
chengjie.jiang@nottingham.ac.uk (C.J.)

Background: It has been extensively demonstrated that world knowledge (WK) can be readily activated and
influence real-time language comprehension, but few studies have recognised that an individual may hold
conflicting knowledge from multiple cultural backgrounds simultaneously. For example, though “the trains are
white” disrupts processing when presented to Dutch participants in Dutch (as Dutch trains are yellow, not
white [1]), it may not be the case if presented to Chinese participants in Mandarin, as white trains are
common in China. This raises an important question: when bilinguals have knowledge of multiple cultures
(e.g., knowledge about trains in both the Netherlands and China), is WK activation culturally exhaustive or
selective? On the one hand, because lexical semantics are closely linked with their corresponding real-world
concepts, WK may be stored and activated in a way similar to lexical semantics, which is exhaustive [2]. On
the other hand, WK activation may be selective based on situational relevance [3]. For example, people may
only activate knowledge about the country where the experiment is conducted. Alternatively, given the strong
link between language and culture, bilinguals may automatically access culture-specific knowledge based on
the language in which they are reading.

Method: We conducted two bidirectional self-paced reading experiments in the UK. All participants were late
and proficient Mandarin-English bilinguals, who were born and lived in Mainland China for at least 18 years,
and had lived in the UK for at least six months at the time of the experiment. Both Exp1 (n = 76) and Exp2 (n
= 60) manipulated the written language (Mandarin vs. English) and WK (consistent vs. inconsistent with the
culturally specific WK for each language, e.g., English-consistent conditions were consistent with UK WK but
not China WK and vice versa) in a 2 x 2 design (Table 1, 24 targets, 48 fillers). In Exp 1, the stimuli did not
specify which country was being discussed. If WK activation is selective to the language of the stimuli, the
WK consistency effect (longer RTs in inconsistent, than consistent, conditions) should be found in both
Mandarin and English stimuli; if WK activation is selective to the country of the experiment, the consistency
effect should be found in English stimuli but reversed in Mandarin stimuli; if WK activation is exhaustive,
there should be no consistency effect in either language. The stimuli in Exp 2 included specification of the
relevant country (e.g., “In the UK...”) as a control for Exp 1, to confirm that WK consistency effects can be
observed in a specified scenario independent of written language using the current methodology.

Results: A combined analysis was conducted using Bayesian mixed models for three reading measures
(first, go-past, and total reading times) across seven regions of interest (from “bad fortune” to “of all kinds”,
Table 1). Analyses provided evidence for a WK x Experiment interaction for all three measures in the critical
(BF10s > 6.38), (BF10s > 78.71), spill2 (BF10s > 1000), and spill5 regions (BF1os > 49.94). Specifically,
there is evidence for the WK consistency effect in Exp2 BF1os > 5.81, but not in Exp 1, BF10s < 0.25.
Discussion: The current results challenge the notion that only the information most relevant to the discourse
is activated during comprehension [3]. Instead, they suggest that when the cultural context is not explicitly
specified, WK is activated in an exhaustive manner similar to lexical semantics [2] — all knowledge is

retrieved from comprehenders’ long-term memory, irrespective of situational relevance.
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Table 1. Exp 1 & Exp 2 experimental conditions and exemplar stimuli

Conditions  Examples

Mandarin- (£ [H, Jewp 2 ony PH MR — AR EAL 1000 o AR A ATRE A S AR 5.

consistent [In China,]exp 2 oniy four is often perceived as an unlucky . Different individuals may
have all kinds of different superstitions.

Mandarin-  [fEH, Jexp2ony* T = FHANIE*— M AEFFHHT . AT RESA S AR KR

inconsistent

English-
consistent
English-

inconsistent

[In China,]exp 2 oniy thirteen is often perceived as an unlucky . Different individuals may
have all kinds of different superstitions.
[In the UK,]Jexp 2 only the number 13 * is often * associated with * bad fortune *
. * Different individuals * may have * other superstitions * of all kinds.
[In the UK ]exp 2 only the number 4 * is often * associated with * bad fortune *

* Different individuals * may have * other superstitions * of all kinds.

Note. Stimuli of Exp 2 were modified from those used in Exp 1 by adding a specification of the discussed

country at the beginning (“In the UK” was added to all English stimuli, and “In China” to all Mandarin stimuli).

Experiment 1 Experiment 2
conditions . conditions
* Mandarin-consistent Mandarin-consistent
1150 1150
Mandarin-inconsistent Mandarin-inconsistent
1050 - English-consistent 1050 I - English-consistent ‘
English-inconsistent English-inconsistent I
950 950 (
2 2 \
E ] E ‘
w @©
qga 850 ‘: E 850 ‘
g 750 [ [ S 750 ‘
g | - g | l
Z 650 Z 650 |
450 450
350 350
critical spillover2 spillover3 spillover4 spillovers critical spillover2 spillover3 spillover4 spillovers

Figure 1. Exp 1 & Exp 2 mean total reading times (ms) by condition and by region (the error bars present the

95% confidence intervals)
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The time course of local coherence effects in reading times and event-related potentials

Pia Schoknecht!, Dario Paape!, Shravan Vasishth!
I University of Potsdam

pia.schoknecht@uni-potsdam.de

Background: In sentences like “The coach smiled at the player tossed a frisbee,” the string “the player tossed
a frisbee” cannot be an active subject-verb-object (SVO) clause given the preceding context; yet, comprehen-
ders seem to entertain this incorrect parse, at least momentarily. Behaviorally, this momentary mis-parse is
expressed as greater difficulty during and after the SVO phrase is read [1].

This phenomenon, called local coherence effect, has important implications for sentence processing theories
that treat grammar as a strict filter during incremental sentence processing [e.g. 2, 3]: Under such a strict filter,
local coherence effects should never occur. Several studies report the existence of local coherence effects
in languages like English, German, and Hindi [e.g. 1, 4, 5], but one question remains unanswered: at what
moment is the local coherence effect triggered, and how quickly does grammar override the mis-parse?
Method: We investigate the time course of local coherence effects through two experiments in German (self-
paced reading, SPR, and electroencephalography, EEG). Items with locally coherent SVO substrings (einer
der Kéche marinierte Forellen, 'one of the chiefs marinated trouts’) were created using lexical ambiguity and
word order differences in German main and subordinate clauses (see page 3 of this abstract).

The SPR results are based on the data of 135 native speakers of German who were recruited via Prolific and
read 26 critical items in a standard moving-window format. The EEG results are based on the data of 97 native
speakers of German who read 80 critical items in RSVP format while their EEG was recorded.

We estimated local coherence effects using Bayesian hierarchical mixed effects models and used Bayes factors
for hypothesis testing. To statistically take into account differences due to different words between conditions,
we included surprisal in all our analyses [3].

Results: The only effect observed in the SPR experiment was that the object of the locally coherent SVO chunk
(Forellen, 'trouts’) was read more slowly than the same word in the control condition (see Figure 1). In the EEG
experiment, processing difficulty was observed even earlier than in SPR, suggesting that the reading times
effect at the object may have been a spillover effect from the preceding ambiguous adjective, i.e., would-be
verb: Compared to the control, the would-be verb of the locally coherent parse (marinierte, 'marinated’) elicited
a more positive P600. The two following words, the object and the clause-final verb (grillte, barbecued’) ,
elicited reduced event-related potentials, indicating facilitated processing (see Figure 2).

Discussion: Our data indicate that the conflict between locally coherent and global parse immediately affects
processing adversely at the word where the locally coherent parse arises. A novel finding in our data is that
this increase in processing difficulty is short-lived: Our experiments showed no effect of the local coherence
manipulation downstream from the locally coherent chunk. On the contrary, event-related potentials showed
facilitated processing after the locally coherent chunk. These findings suggest that the resolution of the conflict
between parses strengthened the structural prediction of the global parse.

A broader implication of our findings is that although grammar is not a strict a-priori filter, it rapidly steps in to

correct incremental sentence structure building.
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Figure 2: ERPs (average of the centro-parietal electrodes which are shown on the upper right). Onset of

the ambiguous adjective (marinierte/fangfrische, “marinated/freshly caught”) was at 0s, onset of the object

(Forellen, ‘trouts’) was at 0.9 s, onset of the clause-final verb (grillte, ‘barbecued’) was at 1.8s. Ciritical time

windows are shaded in lightgrey.
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Additional information:

In line with work by Paape and colleagues [4, 6], we used lexical ambiguity and word order differences in
German main and subordinate clauses to create sentences with locally coherent substrings. In the examples
shown below, the word marinierte, “marinated,” is a homograph. In (1a), it is used as an adjective and in (1b),

it is used as a finite verb.

(1) a. Marinierte Forellen sind lecker.
Marinated trouts  are delicious.

b. Einer der Kdéche marinierte Forellen.
One.of the chefs marinated trouts.

Although the word order in German main clauses is SVO, German subordinate sentences have SOV word order
when headed by dass, “that,” as shown in (2). The difference in word orders between main and subordinate
German clauses does not create measurable processing difficulty for native speakers of German. This is
exemplified by robust monitoring of open verb phrases in sentences with multiple center-embeddings in German
[71, and even facilitatory anti-locality effects in verb-final clauses with additional intervening material [8].

Now consider example (2c¢). This sentence is created by inserting the ambiguous adjective marinierte into the
SOV structure shown in (2b). Note that (1b) and (2c) contain the identical words einer der Kéche marinierte

Forellen, forming a merely locally coherent chunk in (2c).

(2) a. Der Kellner sagte, dass einer der Koche Forellen marinierte.
The waiter said that one.of the chefs trouts marinated

‘The waiter said that one of the chefs marinated trouts.’
b. Der Kellner sagte, dass einer der Koche Forellen grillte.
The waiter said that one.of the chefs trouts barbecued
‘The waiter said that one of the chefs barbecued trouts.’
c. Der Kellner sagte, dass einer der Kéche marinierte Forellen grillte.
The waiter said that one.of the chefs marinated trouts barbecued
‘The waiter said that one of the chefs barbecued marinated trouts.’
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“Quantum leaps” in grammar acquisition: Evidence from child Russian

Serge Minor', Natalia Mitrofanova', Gillian Ramchand®'

YUIT - The Arctic University of Norway, * University of Oxford

Introduction. How do children acquire grammatical categories of the target grammar? Constructivist theories
of language acquisition emphasize the importance of gradual item-by-item learning, whereas generativist
theories posit abstract rules and categories from early on. We focused on the acquisition of grammatical aspect
in Russian — a category expected to be particularly challenging for children given the complexity of form-
meaning mappings in this domain ([1],[2],[3]). We report on a cross-sectional study testing the comprehension
of Perfective and Imperfective verbs used to describe episodic accomplishment events at a specific time point
in the past. In this context, Russian aspect typically marks the contrast between ongoing (Imperfective) and
completed (Perfective) events. The study combined offline and online measures (picture selection and eye-
tracking). Participants. 174 Russian-speaking children were sampled from five age groups: 3 y.o. (n=33), 4
y.0. (n=34), 5 y.0. (n=36), 6 y.0. (n=33), and 7-8 y.o. (n=38). Materials and procedure. Each trial included an
audio preamble which located the narrative in the past (e.g. /It was a sunny day), followed by a sentence-
picture matching task. Participants were presented with a pair of pictures on a screen: one representing an
Ongoing Event (OE), i.e. an action in progress (Fig. 1), and one representing a Completed Event (CE), i.e. the
result after the action was completed (Fig. 2). While looking at the pictures, the participants heard an audio
recording of a sentence in the past tense with either a perfective or an imperfective verb (ex. 1), and were
asked to choose the picture best matching the sentence. The experiment included 24 test trials, 2 practice
trials and 11 fillers. Online results. To investigate the effect of aspect on the gaze patterns, we conducted a
cluster-based permutation analysis ([4]) comparing looks to the OE picture in the two aspectual conditions
(Fig. 3). Significantly more looks to the OE picture were observed in the Imperfective condition compared to
the Perfective across all age groups. Offline results. In offline responses, OE pictures were coded as targets
in the Imperfective condition, and CE pictures as targets in the Perfective condition. Mean accuracy scores for
the different age groups are given in Table 1. A mixed-effects logistic model revealed significant differences in
mean accuracy between the 5- and 4-year-olds (p = 0.024) and between the 6- and 5-year-olds (p = 0.048).
Mean accuracy in all age groups was significantly above chance. We further analyzed the distribution of
participants’ accuracy scores within the age groups (Fig. 4). To identify the presence of distinct sub-populations
(clusters) within each age group, we fit a series of intercept-only binomial finite mixture models ([5]). No distinct
sub-clusters were found in the 3 y.o. group. However, in each of the other age groups the analysis identified
two separate clusters of participants: one performing at 60-70% accuracy, and one performing at ceiling
(>90%) accuracy on average (Table 2). Discussion. Both eye tracking data and offline results indicate
sensitivity to the grammatical aspect distinction already in the youngest age group (3 y.0.), with average effect
size increasing with age ([6], [7], [8]). However, already from age 4, children fall into two distinct sub-groups:
one performing slightly above chance, and the other performing at ceiling. This pattern is sustained in all the
older age groups (4, 5, 6, and 7-8 y.o.), with the proportion of participants in the higher-performing sub-group
steadily increasing with age (Table 2). This suggests a two-phase process of aspect acquisition: children begin
with gradual verb-by-verb acquisition which allows them to achieve up to 70% accuracy on the comprehension
task, which is then followed by a “quantum leap” to above 90% accuracy. We hypothesize that this leap is
triggered by the emergence of aspect as a discrete and obligatory verbal category in the children’s grammar.

Our results indicate broad variability in the age at which this occurs ([9], [10]).
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Ex. 1. Babu$ka saza-la/po-sadi-la bielyj cvietok
grandma plant.IMP-PAST / PVF-plant-PAST white flower
‘Grandma was planting a white flower.’
Age group | Mean Accuracy Cluster 1. Cluster 2.

Nof Estimated mean Nof Estimated mean
3y.0 64.3% participants accuracy participants accuracy
4 63.1% 3y.0. 38 (100%) 64.1 0 (0%) —

Y-0. =79 4y.o. 22 (65%) 56.6 12 (35%) 90.9
5y.o. 71.5% 5y.0. 18 (50%) 61.2 18 (50%) 94.2
6 y.0. 85.9% 6y.0. 12 (36%) 70.6 21 (64%) 94.2

7-8.y.0. 86.9% 7-8 y.o. 14 (37%) 70.1 24 (63%) 96.8

Table 1. Accuracy on the
picture selection task

Figures

1.00
0.75

0.50

0.25

0.00

1.00

0.75

0.50

0.25

Fig 1. The ongoing
event of ‘grandma
planting a flower’.
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Fig 2. The completed
event of ‘grandma
planting a flower’.
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The temporal dynamics of word learning: a time-to-event analysis of age-of-acquisition

Julia Ercse’, Peter Hendrix'
"Tilburg University
j-ercse@tilburguniversity.edu, p.h.g.hendrix@tilburguniversity.edu

Background: Understanding why some words are acquired earlier than others is a central question in the
language acquisition literature. Prior research has identified a range of lexical and distributional properties
that predict age-of-acquisition ratings, including word frequency, phonological neighborhood density, and
concreteness [see, e.g. 1, 2, 3, 4]. These studies have been instrumental in revealing which properties are
associated with earlier or later word learning. However, they do not provide insight into when these
properties exert their influence during the acquisition process. Here, we address this gap by applying a time-
to-event analysis to the age-of-acquisition data provided by Kuperman et al. (2012) [1], using a piecewise
additive mixed model (PAMM,; [4]) to investigate the temporal dynamics of lexical acquisition.

Method: We fit a PAMM to the age-of-acquisition data provided by Kuperman et al. (2012) [1], modeling the
influence of lexical-distributional variables on the instantaneous probability of a word being acquired over
time. To ensure model interpretability, we restricted the tensor product smooths used to model interactions
between time and predictors to fourth-order nonlinearities. The PAMM framework accommodates non-linear
predictor effects that may themselves evolve non-linearly over time. As such, it allows for detailed insight into
the temporal development of predictor effects during the language acquisition process.

Results: The results of the PAMM analysis are shown in Figure 1. Consistent with previous research [1] we
observed an inhibitory effect of word length, with a lower instantaneous probability of acquisition for longer
words. In addition, the PAMM analysis revealed that this effect is confined to the early stages of language
acquisition: by the age of 8, word length no longer significantly influences the acquisition process. Similarly,
we found an effect of word frequency [cf. 1, 2, 4], with a higher instantaneous probability of acquisition for
more frequent words. While this effect was most prominent during the early part of the analysis window, it
remained significant throughout, persisting up to 14 years of age.

We furthermore observed effects of two neighborhood density measures: phonological neighborhood
density (PND) and semantic neighborhood density (SND). Words from dense phonological neighborhoods
(i.e., lower PND values) and dense semantic neighborhoods (i.e., higher SND values) were associated with
a higher instantaneous probability of acquisition. The effect of SND was early and short-lived (ages 3 to 7),
whereas the effect of PND emerged later and persisted longer (significant from ages 5 to 13). Finally, we
found effects of two additional semantic predictors: concreteness and valence. More concrete words and
words with higher valence showed a consistently higher probability of acquisition across the analysis
window, although the effect of concreteness was most pronounced during the early stages of development.
Discussion: The results reported here demonstrate that the influence of lexical and semantic predictors on
the word acquisition process is time-dependent. Some effects, like word length and semantic neighborhood
density, are limited to early development, while others - such as word frequency and phonological
neighborhood density — emerge later or persist longer. The current work thus highlights the value of time-
sensitive models for uncovering not just whether, but also when predictors shape acquisition. This, in turn,
reveals how the relative importance of different cues shifts as children’s linguistic and cognitive capacities

grow, offering a window into the evolving mechanisms that support vocabulary learning.
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Language helps children to learn about situations that they themselves did not experience, including
how those situations are ordered in time [1]. While temporal order is sometimes explicitly encoded (e.g.,
before/after-clauses), often the order of situations is left underspecified: In a sentence like Tiger danced
next to the wagon that Sheep sat on, did the dancing happen before, during, or after the sitting? Recent
studies have shown that adults use the dynamic properties of situations to infer temporal order in such
cases [2-4]: static states like sitting are inferred to be the backdrop (i.e. the Ground) against which
dynamic events like dancing (i.e., the Figure) unfold. Whether children follow the same strategy is an
open question.

In the present pre-registered study, we address this question, using an act-out task to test preschoolers’
comprehension of relative clauses like the one above. We considered two hypotheses: Children might
either (a) interpret the linear order of mention as iconically reflecting temporal order in the world, a
strategy known to guide their interpretation of before/after-clauses [5-6], or (b) rely on the same strategy
as adults [7-9], treating stative situations as stable backgrounds of more dynamic events, and thus
inferring states should happen first in time.

Methods: We asked English speaking 4-year-olds (N=28, planned 36) to act out sentences with toys
(8 critical + 8 fillers + 4 beforelafter sentences). Critical sentences were relative clause constructions,
crossing the dynamic properties between main (MC) and relative (RC) clauses (see 1-2). Enactments
beginning with the MC situation were coded as linear order responses (Fig.1A) and enactments
beginning with the RC situation as non-linear order responses (Fig.1B). Results (mixed-effects logistic
regression model): As predicted by a Figure-Ground strategy in (b), children were more likely to follow
the linear order of a sentence when the MC encoded a state (M=0.77, SD=0.42), but tended to reverse
the order when the RC encoded a state (M=0.36, SD=0.48, main effect: z=-4.72, p<0.001, Fig.2).
Overall, they systematically interpreted states as preceeding events and they performed critical trials
accurately, using appropriate characters in the appropriate actions (Maccuracy=0.83, SD=0.38, Fig.3A).
However, children’s performance on post-test trials with explicit temporal order information (before/after
sentences) was poor (Maccuracy=0.52, SD=0.50): Here, trials where linear order matched temporal
order were performed significantly more accurately than those with non-linear order (Fig. 3B,
Munear=0.68, SD=0.47, z=2.86, p=0.004), in line with previous findings on a linearity bias in (a).

In sum, our findings provide first developmental evidence that children use event dynamicity as a cue
to infer temporal order, extending prior findings with adults [2-4]: Children’s inferences are not at random
or guided by linear, iconic order, but reflect broader principles of conceptual organization that shape
their understanding of how events unfold in time. These results also highlight the importance of
investigating children’s temporal understanding in contexts that lack explicit temporal order information,

to fully capture the scope of their temporal reasoning abilities in language.
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Prior exposure to syntactic structures in adults facilitates subsequent processing and increases the
likelihood of their repetition [1]. In children, the tendency to repeat recently encountered structures offers insight
into their underlying syntactic knowledge [2]. In this study we exploit this phenomenon to examine children’s
knowledge of syntactic structures that are constrained by semantic factors. Specifically, we focus on Czech
children’s expression of possessive relationships, using either possessive adjectives—restricted to human
possessors (e.g., pirativ klobouk | "the pirate’s hat," but not *kabatova kapsa / "the coat’s pocket")—or the
genitive case, which accommodates both human and non-human possessors (e.g., klobouk pirata / "the hat
of the pirate" and kapsa (od) kabatu / "the pocket of the coat"). Are Czech four-year-olds sensitivite to animacy
constraints in possessive adjectives?

In syntactic priming experiments with a prime-target animacy mismatch, participants described images
featuring two inanimate entities (e.g., "coat" and "pocket") after being exposed to descriptions with a human
possessor and an inanimate noun (e.g., "pirate” and "house"), presented in either the possessive adjective or
genitive case form in a between-subject design. The experimenter took turns with the participant in describing
pictures across three phases: (1) the pretest, when the participants described pictures before exposure to the
prime; (2) the test phase, when the participants in the PossAdj group described pictures immediately upon
hearing the prime with the possessive adjective, or the participants in the Genitive group gave the description
immediately after hearing the prime with the genitive; and (3) the post-test, when the participants described
pictures without hearing the prime. Each phase included eight opportunities for the target noun-noun
description.

Experiment 1 established the baseline for animacy-based morphosyntactic constraints in adult speakers
(N=40). The results confirmed that Czech-speaking adults consistently apply the genitive case when referring
to inanimate entities, regardless of the prime, in strict adherence to established grammatical norms.
Experiment 2 examined the sensitivity of preschool-aged children (N=40, age range: 3;11-4;7) to these
constraints. A binomial mixed-effects model analysis of the data confirmed that, compared to the pre-test, the
children primed with the possessive adjectives produced significantly more possessive adjectives in the test
phase and the post-test. Thus, when primed, preschoolers used the possessive adjectives for inanimate
possessors—an innovation not observed in adult usage (e.g., kabatova kapsal “the coat’s pocket”).

Although the children predominantly used the genitive case in their descriptions, demonstrating sensitivity
to animacy constraints in possessive adjectives, they were, unlike adult speakers, susceptible to priming with
the structure, occasionally producing unattested examples. These findings provide novel insights into
morphosyntactic acquisition and underscore the complexity of mastering structures conditioned by animacy,
highlighting the gradual refinement of grammatical knowledge over time. Implications for models of structural

priming and theoretical accounts of morphosyntactic development are discussed.
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Table 1. Mean proportions of possessive adjective (vs. genitive) responses (Experiment 1: Adults).

Condition Phase Mean poss. adj. proportion (SD)
pretest 0.00 (0.00)
Genitive (N=20) prime 0.00 (0.00)
post 0.00 (0.00)
pretest 0.00 (0.00)
Possessive Adjective (N=20) prime 0.02 (0.06)
post 0.00 (0.00)

Table 2. Mean proportions of poss

essive adjective (vs. genitive) responses (Experiment 2: Children).

Condition Phase Mean poss. adj. proportion (SD)
pretest 0.03 (0.09)
Genitive (N=20) prime 0.02 (0.05)
post 0.04 (0.10)
pretest 0.02 (0.09)
Possessive Adjective (N=20) prime 0.16 (0.25)
post 0.13 (0.26)

Model specification: possAdj ~ condition * phase + (1]id)
NOTE:

e The response variable (possAdj) was binary between 1 (possessive adjective) and 0 (otherwise, i.e.,
genitive). Condition was dummy coded as 1 (possessive adjctive prime) and 0 (genitive prime). Phase
was separated into two dummy coded variables with the pretest as the reference level, one with the
prime phase as 1 (and else 0) and another with the post-test phase as 1 (and else 0).

e This final model was obtained through reduction of the full model by first removing the random slopes
for by-participant and by-item random effects, and then the random intercept by items until

convergence was obtained. Models were run using the glmer function on R with the family ‘binomial’.

Statistical results
Estimate Std. Error z value Pr(>]|z|)

Intercept -6.4020 1.4639 -4.373 1.22e-05 ***
condition -0.9140 1.5761 -0.580 0.5620
phase (prime) -0.2955 1.0898 -0.271 0.7863
phase (post 0.4042 0.9606 0.421 0.6739
condition:post 2.4742 1.2594 1.965 0.0495 =
condition:prime 3.3310 1.3603 2.449 0.0143 =
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Background: While arbitrariness has been considered an inherent characteristic of the relation between
word sound and meaning, recent research has shown that form systematicity plays an important role in word
representation and processing [1]. Early research on phonological typicality of lexical category was restricted
to Germanic languages and monosyllabic words [2] but few studies have addressed Romance languages
and polysyllabic words. Aiming to fulfill these gaps, this research has three objectives: investigate the
phonological typicality of the distribution of nouns and verbs in French, extend the methods to mono- and
polysyllabic words, and analyze the prediction of the distributional typicality on the lexical processing in
behavioral visual and auditory lexical decision experiments.

Method: We selected ambiguous words which can be nouns or verbs from the Lexique database and
matched two samples in frequency, length, and neighborhood (Matchlt R package), one with higher
prevalence of frequency for nouns and another with higher prevalence of frequency for verbs. We extracted
73 phonological characteristics from each word, the length in phonemes and syllables, the overall number of
phonological features, and the information from the initial and final phonemes. Then, we calculated the ratio
between noun and verb frequencies [3], excluded collinear variables, and determined the best subset of
predictors (caret and leaps R packages) to calculate the phonological typicality of lexical category using a
linear regression with robust standard errors [4]. We also calculated the phonological discrepancy as the
absolute difference between the noun/verb ratio and the distributional typicality (Figure 1). Finally, we
analyzed the prediction of these and other control lexical variables in the French behavioral megastudy
MEGALEX with visual and auditory lexical decision experiments [5] through relative importance analysis [6].
Results: The matched sample of ambiguous noun/verb French words included 2,768 words. The best model
contained 19 predictors and explained 12% of the overall variance of noun/verb ratio, with number of
rounded and final front vowels as the strongest noun- and verb-like predictors, respectively. We found a
significant difference between the distributional typicality of nouns and verbs: Welch’s F(1, 2766) = 288.71, p
< .001. The distributional typicality was a significant predictor (p < .001), explaining 1.4% and 8% of the
latency variance in the visual and auditory lexical decision experiments, respectively (Figure 2). The form
discrepancy was also a significant predictor (p < 0.01), explaining ~1% in both experiments.

Discussion: Our results in French are aligned with results in English with greater discrepancy and noun-like
words yielding significant slower latencies [3], suggesting that ambiguous word forms are modulated by the
distributional typicality. These results favor accounts in which lexical processing is based on distributional
information provided by word systematicity founded on phonological features in keeping with a statistical
approach to language processing. We extended English findings in the visual modality [7], replicating the

results in the auditory modality in which the distributional typicality explained even more variance.
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Figures

Figure 1. Distributions of the phonological typicality and discrepancy of nouns and verbs.
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Background: Language prediction is affected by ageing in different ways, as age-related changes in
cognitive and linguistic abilities influence individuals’ predictive efficiency. For example, ageing is associated
with declines in working memory (WM) and processing speed (PS) [1], while syntactic processing tends to be
preserved, likely due to compensatory mechanisms that result from the lifelong accumulation of linguistic
experience [2,3,4]. A previous study on individual differences in language prediction suggested that
increased age was associated with a more efficient use of gender cues to predict upcoming linguistic
information [5]. However, the authors only analysed the overall proportions of fixations to the target image,
without considering their timecourse. In our study, we used a continuous-age design with a well-distributed
sample of participants to examine the use of morphosyntactic cues for language prediction across the
lifespan. Additionally, we employed a novel statistical method to estimate the onset of predictive effects and
their modulation by age [6]. We also explored how cognitive factors, such as WM and PS, influence
predictive efficiency. We addressed two research questions: first, how does age impact the temporal onset of
morphosyntactic prediction? Second, do WM and PS modulate predictive processing across the lifespan?
Method: We tested 142 European Portuguese native speakers (age range: 19-69 years) in a visual world
eye-tracking experiment. In each trial, participants saw two objects while hearing an auditory instruction that
included a determiner and a possessive pronoun (e.g., o seu '(the)[+masc] his/her[+masc]'), both expressing
gender information that allowed predicting the target noun (e.g., livro ‘book’[+masc]) (Fig. 1A). The eye-
tracking data was analysed with a GAMM-based method [6] that allowed estimating the effects of age on
three complementary measures: (i) overall proportion of fixations to the target image during the predictive
time-window; (ii) timecourse of fixations over time; and (iii) temporal onsets of predictive effects. Participants
also completed WM and PS tasks, which were used as covariates in the statistical models.

Results: At the group level, the onset of the predictive effect was estimated at 141 ms, 95% CI [107, 173]
ms (Fig. 1B). At the individual level, we observed (i) a positive effect of age on the proportions of target
fixations, (ii) a significant age effect on the timecourse of fixations, and (iii) faster prediction onsets for older
than younger adults (at least until the mid-50s) (Fig. 1C). These effects were obtained when controlling for
WM capacity and PS. Moreover, sensitivity analysis showed that the effects remained significant even when
age was not adjusted for any covariates, contrasting with [5], where age-related effects only emerged after
controlling for covariates. We also observed an effect of WM (correlation between age and WM, r = -0.39):
participants with higher WM capacity exhibited higher proportions of target fixations and shorter predictive
onsets (Fig.1D). There was no evidence for an effect of PS (correlation age and PS, r = 0.40).

Discussion and conclusion: Our findings suggest that ageing can enhance the use of morphosyntactic
cues to predict upcoming linguistic information. These results support the view that aspects of syntactic
processing can not only be well-preserved at older ages, but might even improve, likely due to compensatory
mechanisms resulting from lifelong linguistic experience [4,5]. In addition, the WM effect is consistent with
research suggesting that WM capacity plays a role in vision-language tasks [5], and highlights the
importance of considering the role of individual differences and cognitive abilities in predictive processing.
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Figure 1: (A) Sample experimental trial. The images depict objects that differ in grammatical gender (e.g.,
flor 'flower'[+fem] vs. prato 'plate'[+masc]). Participants were introduced to the gender-neutral character Glipi,
and asked to find their belongings by selecting the target object mentioned in the auditory instruction. (B).
Fitted GAMM curve overlaid onto empirical means of fixation proportions across participants. The point with
error bars indicate the median predictive onset with the 95% highest density interval obtained from the
GAMM-based method. (C) Age effect and (D) working memory effect on the onset times of prediction. The
ribbons show 95% confidence intervals. The histogram on the x-axis shows the number of participants at

each age bin and working memory score.
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Background: Verb structural continuation bias, or how often a verb occurs with different complement types,
has been shown to influence syntactic processing in L1 [1] and in L2 [2,3], though its role in L2 processing is
less well understood. While previous studies have shown that the bias of L2 verbs is used in L2 processing
[2,3], the potential influence of L1 verb bias during L2 processing has not been demonstrated conclusively.
The existence of such influence would align with prior findings about L1 interference regarding transitivity
frequency in verbs [4] and would be expected under theories of bilingualism assuming parallel activation
during processing [5]. Prior studies have largely treated verb bias as a categorical variable, with verbs
categorized as direct object (DO) biased, sentential complement (SC) biased, or equi-biased. However,
these categorizations could obscure fine-grained differences in bias strength that could influence processing
in a continuous manner; furthermore, they limit the detail of comparisons of a verb’s bias across languages,
which is necessary to investigate the role of L1 verb bias in L2 processing.

Current Study: The current study aims to obtain continuous measurements of verb bias and use them in
analyzing behavioral data collected by Wolford 2022 [3] to better understand the role of L1 and L2 verb bias
in L2 processing. Wolford used a maze task to examine the L2 processing behavior of Spanish-English
bilinguals (n = 60) in comparison with a group of English monolinguals (n = 60); stimuli were adapted from
Dussias and Cramer Scaltz [2] and consisted of English sentences for each continuation type (Fig. 1).
Methods: Approximately 280 million words each of English and Spanish plaintext corpora were
programmatically parsed, collected from the Corpus of Contemporary English (COCA) and the Corpus del
Espanol respectively. The corpora were tokenized by sentence, and dependency representations of
sentence structure were created using UDPipe, a multilingual dependency parser [6]. These dependency
parses were used to categorize the type of complement each verb occurred with, and counts for each
continuation type were recorded for all verbs used in the experimental stimuli by Wolford [3]; these counts
were then used to calculate continuous verb bias probabilities and corresponding syntactic surprisal values.
Results: The calculated continuous verb bias values agreed reasonably well with prior verb bias
categorizations for the English verbs by Garnsey et al. [7] and for the Spanish verbs by Dussias et al. [8]
(Fig. 2). When used to analyze Wolford’s [3] maze task data, the results showed that the continuous English
verb bias measurements were a significant predictor of RTs for the monolingual control group (B = 0.13, SE =
0.02, p < 0.001; Fig. 3). The analysis of the bilingual participants’ RTs indicated that the verb bias values of
the equivalent Spanish verbs were a better predictor of RTs ( = 0.03, SE = 0.01, p < 0.05) than the verb
bias of the English verbs encountered in the stimuli which were not shown to be a significant predictor (Fig.
4); the analysis also found that the range of DO syntactic surprisal values for the Spanish verbs was
significantly smaller than for the SC values (Fig 4.)

Conclusion: These results suggest that verb bias influences processing in a gradient manner. Moreover,
they indicate that L1 verb bias may influence L2 sentence processing, potentially to a greater extent than L2
verb bias. Future research should seek to replicate these findings with other language pairs and levels of L2

proficiency.
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Language. [8] Dussias et al., 2010. Behavior Research Methods.

Figure 1.
Unambiguous The ticket agent admitted that the mistake might not have been
caught.
DO Continuation The ticket agent admitted the mistake because she had been caught.
(Ambiguous)
SC Continuation The ticket agent admitted the mistake might not have been caught.
(Ambiguous)
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The task dependence of misinterpretation effects:

A comparison of L1 and L2 speakers of German

Anna-Fiona Weiss', Markus Bader?, Michael Meng?
LCatholic University of Eichstatt-Ingolstadt; 2Goethe University Frankfurt; 2Merseburg University

annafiona.weiss@ku.de

Background: The role of heuristic processing routines and shallow representations has been a subject of
debate both in research on L1 and L2 sentence processing. In L1 processing, heuristic processing has been
argued to lead to so-called misinterpretation effects that several studies observed for unambiguous sentences
with non-canonical order of agent and patient ([1, 2], among many others). However, it has also been demon-
strated that whether or not misinterpretation effects can be observed depends on the task used to assess
comprehension: whereas agent/patient naming and similar tasks lead to significant error rates for noncanoni-
cal sentences, tasks such as plausibility judgments can be solved with high accuracy [3]. The task-dependence
of such misinterpretation effects may be explained in terms of a post-interpretive account proposed by [2].For
L2 processing, some accounts postulate an even stronger impact of heuristic processing than in the L1. Accord-
ing to the Shallow Structure Hypothesis [4], for example, L2 learners rely more heavily on lexical and semantic
cues rather than complex syntactic structures to derive meaning, which may lead to nonliteral sentence inter-
pretations, especially for sentences with noncanonical word order. The current study asks whether the task
dependence of misinterpretation effects can also be observed with L2 speakers. We report an experiment
that compared the performance of L1 and L2 speakers on the agent/patient naming task and the plausibility
judgment task following the presentation of unambiguous sentences with canonical or noncanonical word order.
Method: Participants read 32 German main clauses varying according to two factors: word order (subject-
before-object/SO or object-before-subject/OS) and plausibility (plausible or implausible; see Table 1). Partici-
pants first read a sentence and then had to do one of two tasks: either judging the plausibility of the sentence
(plausible versus implausible) or retrieving a phrase from the sentence corresponding to a cue given after sen-
tence presentation (“do-er” or “acted-on”). The task required on each trial was signaled only after sentence
presentation was complete. The stimuli were interspersed with 64 filler sentences and the experiment was run
online on PC-lbex. We recruited 48 L1 and L2 German speakers each via Prolific.

Results: For plausibility judgments, we found significant effects of Word Order and Plausibility. In addition,
L2 speakers showed higher error rates overall, but had particular difficulty with implausible OS sentences
(indicated by a significant interaction of Plausibility x Language). For agent-patient naming, however, we again
found higher error rates for L2 speakers, but no between-group differences in the basic pattern, which includes
a significant Word Order x Plausibility interaction (see Figure 1 and Table 2).

Discussion: The similar patterns observed for L1 and L2 for agent/patient naming suggests that the strategies
and the grammatical information used to solve the task do not fundamentally differ between L1 and L2. However,
L1 and L2 speakers apparently differ with respect to how syntactic and semantic information is weighted when
giving plausibility judgments. While L1 speakers rely on syntactic information, L2 speakers show an over-
reliance on event probability, resulting in high error rates for implausible sentences. This suggests that L1 and
L2 speakers differ in how they approach metalinguistic tasks which may reflect differences in the sentence

representations L1 and L2 speakers arrive at.
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Table 1: A stimulus item in all four versions

plausible

implausible

SO

Der Lehrer hat den Fehler korrigiert.

the-nom teacher has the-acc mistake corrected
‘The teacher corrected the mistake.’

0S

Den Fehler hat der Lehrer korrigiert.

the-acc mistake has the-nom teacher corrected
‘The teacher corrected the mistake.’

SO

Der Fehler hat den Lehrer korrigiert.

the-nom mistake has the-acc teacher corrected
‘The mistake corrected the teacher.’

oS

Den Lehrer hat der Fehler korrigiert.

the-acc teacher has the-nom mistake corrected
‘The mistake corrected the teacher.’
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Figure 1: Percentages of correct answers. Error bars show standard errors by participants.

Table 2: Mixed-effects model for correctness data. Only significant effects and interactions are shown.

Contrast Estimate SE z value p value
Task = Plausibility judgments

Word Order 0.547 0.198 2,77 < 0.01
Plausibility 0.772 0.231 3.34 < 0.01
Language 1.800 0.263 6.85 < 0.01
Plausibility x Language -1.675 0.442 -3.79 < 0.01
Task = Agent-patient naming

Word Order 0.8869 0.1255 7.07 < 0.01
Plausibility 0.8388 0.1255 6.68 < 0.01
Language 0.9909 0.1807 5.48 < 0.01
Word Order x Plausibility -0.7415 0.2486 -2.98 < 0.01
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Predictive processing adapts to prediction error in a non-linear fashion —

that’s why adaptation effects are so difficult to detect using LMERSs

Katja Haeuser
Department of Psychology, Saarland University, Germany

khaeuser@coli.uni-saarland.de

Background: Language processing is predictive in nature [1]. But do readers adapt their predictions flexibly
depending on the likelihood of prediction success? Persistently generating predictions may not be rational
when these predictions are rarely borne out. Prior findings remain inconsistent on whether linguistic
prediction is adaptive [3-6]. Here, we suggest that this may be due to the use of common analysis methods
(e.g. LMERSs) which fail to capture effects when adaptation unfolds in a non-linear fashion over time.
Method: We investigated adaptiveness of linguistic prediction in a large web-based self-paced reading study
(n=323 subjects; for design, see Figure 1). Participants were exposed to two blocks, a high- and low-validity
block. Each block consisted of a training phase and a test phase. In the training phase, we trained
participants to rely or not rely on linguistic prediction, by presenting participants with a large proportion of
prediction-confirming or -disconfirming sentences (75% vs 25%, respectively; e.g., “Ariel was fired and
desperately needed a job/loan to survive”; verified by means of prior cloze ratings). In the subsequent test
phase, predictability effects were measured for equal proportions of predictable and unpredictable
sentences. Here, we focus on the training blocks, in which we expected to find a critical three-way interaction
(i.e., predictability * trial * validity), suggesting that predictability effects become larger (or smaller) with
repeated exposure depending on validity.

Results: Data were initially analyzed using planned LMER models [7], which assume a linear relationship
between predictor and outcome variables. We found main effects of predictability and validity, but no
interactions across the board (see Table 1.1). However, to address the possibility that adaptation effects are
non-linear over time, we re-analyzed the training data using generalized additive models (i.e., GAMMSs, [8])
that specified a non-linear smooth term for trial number and an interaction variable between validity and
predictability [9]. The model (see Table 1.2) showed significant non-linear effects of trial number across all
four interaction terms. Contour plots showing the reading time difference between unpredictable and
predictable sentences suggested that, in low-validity blocks (Figure 2, top right), predictability effects became
progressively smaller with greater exposure to training trials. This was likely driven by predictable items,
whose reading-time facilitation levelled out after repeated exposure to unpredictable items (see Figure 2, top
left). For high-validity training blocks, trial effects were wigglier overall, but were also greater than zero for
most of the experiment.’

Discussion: Our findings indicate that adaptation to prediction error unfolds non-linearly, by reducing the
reading-time advantage that normally occurs for predictable sentences. Thus, readers dynamically regulate
predictive processing, tuning their engagement up or down according to prediction reliability. These results
support the view that predictive language processing operates under rational principles that flexibly optimize

behavior in response to changing conditions.

" We followed up on the wiggly RT pattern for predictable items in high-validity blocks by running a model that included not only the
predictability of trial-1 as a control predictor, but also the predictability of trial-2 and trial-3. The rationale for this new model was that the
wiggly RT pattern could be driven by local context effects, when chunks of unpredictable sentences appeared in a row (note that the
order of items was fixed over subjects and not counter-balanced). However, the EDF term associated with the critical smooth term in the
new model was unchanged (i.e., the wiggliness remained). In addition, the two new control predictors did not explain much variance.
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Table 1. LMER (1) and GAMM (2) output for reading times in the training blocks.

(1)

(2)

Imer(log(noun_spill1_RT) ~ cond * val * scale(trial) +
scale(length) + scale(lgSUBTLEX) + scale(position) +
scale(previous_word_RT) + (1+val|subject) + (1]item),

bam(log(noun_spill1_RT) ~ condval + s(trial, by=condval) + s(length, k=5)
+ s(IgSUBTLEX) + s(position) + predictability_tial-1 + list + s(subject,
bs="re") + s(subject, cond, bs="re") + s(item, bs="re"), data=train,

data=train) AR:.start = AR.start, rho=acf[2])
Fixed Effects Estimate SE p-value A. Parametric Terms SE t-value p-value
Intercept 5.79 0.03 (Intercept) 0.04
Predictability 0.01 0.002 <.001 Unpredictable-High 0.01 3.85 <.001
Validity -0.01 0.005 .08 Predictable-Low 0.01 -0.58 .56
Trial -0.04 0.002 <.001 Unpredictable-Low 0.01 6.90 <.001
Length 0.02 0.004 <.001 Predictability Trial-1 0.004 4.98 <.001
IgSUBTLEX -0.01 0.005 <.01 List 0.01 -1.89 .06
Position 0.01 0.002 <.001 B. Smooth Terms Ref.df F-value p-value
Previous RT 0.14 0.003 <.001 s(trial) * Predictable- 8.23 35.74 <.001
High
Predictability * -0.001 0.001 .92 s(trial) * Unpredictable- 1.00 86.90 <.001
Validity High
Predictability * Trial ~ -0.003 0.002 .28 s(trial) * Predictable- 3.44 8.65 <.001
Low
Validity * Trial -0.006 0.002 <.05 s(trial) * Unpredictable- 4.23 53.15 <.001
Low
Predictability * -0.001 0.002 0.69 s(length) 1.88 1.18 .23
Validity * Trial
s(IgSUBTLEX) 1.00 0.02 .90
s(position) 1.00 19.78 <.001

Figure 1. Experimental design.
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Figure 2. Fitted smooth curves (left column) and difference
smooths (right column) of reading times in low and high-
validity blocks for the GAMM model in Table 1.2
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How gender information influences spontaneous speech in context
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While historically the functionality of grammatical gender (aka noun class) has often been called into
question, from a predictive / information theoretic perspective one possible function of noun class seems
obvious: nouns are the least predictable part of speech, and gender marked articles can help make nouns
more predictable in context. Similarly, prenominal adjectives can be seen to provide similar information in
languages without noun classes, such as English (Dye et al., 2018). Employing a written paradigm, Hoppe et
al. (2025) found that when English and German speakers produced noun phrases in context (German has
three noun classes), German speakers used fewer prenominal colour adjectives than English speakers when

articles helped predict nouns in context (but not when they were uninformative).

To expand on these findings, we examined whether these effects are visible when answers are spoken
rather than written, and also whether subsequent mentions affect the amount of information in the noun
phrases produced. German speaking participants were presented with four coloured objects and asked to
describe their movements so that they could later be reproduced. One target object either had the same
noun class as the other three objects (uninformative condition) or a unique noun class (informative condition;

Figure 1).

In contrast to previous findings from typed responses, participants speaking spontaneously produced high
numbers of adjectives regardless of whether the articles were informative or not. Analysing the articulation of
the responses, we found that at first mention they tended to speak slower and louder in the informative
condition as compared to the uninformative condition, whereas at second mention they spoke faster and
quieter when describing the items in the informative condition, and slower and louder in the uninformative
condition. That is, we observed an interaction between the informativity of the context and repeated
mentions of the target item, with speakers appearing to adjust to both the information provided by articles
and the ambiguity of the context, an effect that was most clearly visible in their entire noun phrase
productions. We suggest that this not only reflects speakers’ sensitivity to gender information in context, but
also that they adjust their later communicative behaviour according to what they learn about how this

information helps or fails to help disambiguate the ambiguity of a message in that context.
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Condition Image Target Distractors

German +* das Kreuz, n.
informative = das Quadrat, n.
der Pfeil, m. das Herz, n.
o
German der Blitz, m. der Kreis, m.
uninformative ® der Stern, m.
der Pfeil, m.

Figure 1. The two different conditions participants encountered in the experiment. In the informative
condition (top), the target noun has a distinct noun class. In the uninformative condition (bottom) all nouns
share the same noun class. The objects start outside the reference frame (the large circle) and then
successively moved into it and around it, such that participants were required to mention each target object

at least twice.

Phrase Duration

0.3
0.0
-0.3

-0.6
[ vomave T omave
first second l first second

Mention

Logged Duration

Figure 2. Phrase durations of identical article-adjective-noun phrases for the four possible test conditions:
informative article first mention, informative article second mention, uninformative article first mention and
uninformative article second mention. Depending on the context (informative or uninformative) of first
mention, behaviour on second mention changes.
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Linguistic complexity measures (surprisal, entropy, semantic similarity, syntactic node

counts) differentially impact initial vs. re-reading

Susanne Eisenhauer’, David Hernandez-Gutiérrez'?, Simona Mancini'?3
'Basque Center on Cognition, Brain and Language, Donostia-San Sebastian, Spain, 2University of
Rochester, Rochester, New York, USA, 3lkerbasque, Basque Foundation for Science, Bilbao, Spain
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More complex texts are harder to read. This complexity may arise at different linguistic levels. For example,
at the semantic level, words that are less well aligned with the meaning of the preceding context are
expected to increase reading duration [1]. Likewise, higher syntactic complexity increases reading time [1,2].
However, since few eyetracking studies aimed at disentangling contributions from different types of linguistic
complexity [1,2], how and when different types of linguistic complexity impact reading behavior is not well
understood. In the present study, we used metrics from large language models to simultaneously investigate
the impact of semantic and syntactic complexity on eyetracking measures that reflect different types of
reading behavior. We used publicly available data from the MECO eyetracking corpus [3], focusing on 49
participants who read twelve Wikipedia-style articles in their native Spanish. Information-theoretic measures,
next-word surprisal and entropy [4] based on GPT-2, served as broad measures of linguistic complexity.
Semantic complexity was reflected in the semantic similarity of each content word to the three preceding
content words, based on word vector representations from the ELMo language model [5]. Syntactic
complexity was reflected in two node count measures based on the Stanford constituency parser [6]:
Bottom-up node count (the number of nodes that are closed at each word) reflects a parsing strategy in
which the constituency structure is only formed once the final word of a constituent is reached, while top-
down node count (the number of nodes that are opened at each word) reflects a parsing strategy during
which the reader predicts the upcoming constituency structure in advance [7]. Using (generalized) linear
mixed models on content words (all variance inflation factors <4), we found that surprisal and entropy
enhanced gaze and total reading duration (Table 1), while higher entropy in addition reduced the number of
backwards regressions onto a word (Table 2). Higher semantic similarity, contrary to our expectation,
increased total reading duration (Table 1) as well as the number of first-pass and total backward regressions
on a word (Table 2). Of the syntactic measures, only bottom-up and not top-down node count significantly
affected the investigated eye movement parameters, in line with prior evidence that bottom-up node count is
a better predictor of brain activity during comprehension [7]. Effects of bottom-up node count were in an
unexpected direction, as a higher node count — associated with increased syntactic complexity [7] - reduced
total reading time (Table 1) as well as the number of first-pass and total backward regressions on a word
(Table 2). Our findings reveal that different measures of linguistic complexity differentially affect reading
behaviour. In detail, more surprising as well as high-entropy words are read longer during first-pass reading,
while low-entropy words, words that are semantically more similar to the preceding context, as well as words
with a less complex bottom-up syntactic structure, are re-read more often. Thus, broader word difficulty
enhances initial reading duration, while re-reading focuses on semantically and syntactically ,easier* words,
potentially aiding the semantic interpretation of the text as a whole. These findings extend prior evidence that
mainly focused on the role of re-reading for integrating complexities and disambiguation [8]. Moreover, they
can serve as basis for future studies aimed at identifying impaired subprocesses in reading-impaired

individuals, such as people with dyslexia or acquired language disorders.
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Table 1. Results from linear mixed models investigating effects of linguistic complexity metrics on gaze and

total reading duration.

Gaze duration Total reading duration

Estimate | SE t p Estimate | SE t p
Surprisal | 6.465 1.500 4.310 1.79e-05 | 10.287 2.919 3.525 0.0004
Entropy 4.420 1.457 3.033 0.002 6.341 2.831 2.240 0.025
SemSim | -0.734 1.320 -0.556 0.579 5.337 2.553 2.090 0.037
BU node | 1.653 1.634 1.012 0.312 -12.526 3.180 -3.939 8.74e-05
count
TD node | 2.123 1.530 1.388 0.166 2.664 2.982 0.893 0.372
count
SE = standard error, SemSim = semantic similarity, BU = bottom-up, TD = top-down.

Table 2. Results from generalized linear mixed models investigating effects of linguistic complexity metrics on

the number of first-pass and total regressions.

First-pass regressions Total regressions

Estimate | SE z p Estimate SE z p
Surprisal | 0.114 0.066 1.721 0.085 0.066 0.040 1.634 0.102
Entropy -0.153 0.063 -2.421 0.015 -0.067 0.039 -1.727 0.084
SemSim | 0.129 0.048 2.677 0.007 0.111 0.032 3.476 0.0005
BU node | -0.402 0.088 -4.582 4.6e-06 -0.399 0.049 -8.217 < 2e-16
count
TD node | 0.090 0.071 1.275 0.202 -0.006 0.042 -0.148 0.882
count
SE = standard error, SemSim = semantic similarity, BU = bottom-up, TD = top-down.
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Context-based encoding of novel meanings after minimal exposure to natural text: an EEG

study on integration of linguistic chimeras
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Background: During communication, meanings expressed through language might be unknown to one of
the parts involved. In this case, language works as a source of experience for learning concepts that were
never encountered before through other modalities (e.g., sensorimotor; [1]). The distributional properties of
language have been found to support the integration of novel meanings during sentence processing (e.g.,
via sentential context [2]). Data-driven computational measures of such regularities (e.g., surprisal or
distributional similarity obtained by language models) can predict event-related potential amplitude elicited by
word processing in context [3,4]. Thus, we tested whether minimal exposure to naturalistic text could foster
the integration of novel meanings observable in the N400 amplitude, and if such modulation could be
predicted by data-driven computational measures. Method: In the current study, we used textual stimuli
known as linguistic chimeras: language-based representations constructed by merging two compatible
concepts. For example, replacing the word cat in “the cat was chasing the mouse” and eagle in “the sky is
crowded by eagles flying” with a single pseudoword (e.g., mohalk) would produce a chimera, which would
probably be represented as an animal that eat mice and can fly. We identified a total of 54 different concepts
from a feature-based norms database [5], paired in 27 chimeras, and extracted naturalistic sentences related
to each concept from the [tWac corpus [6]. 45 participants read sentences on a screen in rapid serial visual
presentation in a total of 189 trials. In each trial, two sentences (one for each concept of the chimera)
provided the semantic context of the chimera (encoding phase). A third sentence, that could be either
congruent (semantically related/same label), incongruent (semantically unrelated/same label), or control
(semantically unrelated/different label), was shown after (testing phase). The presence of a congruency
effect (i.e., stronger N40O0 following the novel label in incongruent condition compared to congruent ones)
would signal the success of semantic integration. Additionally, three data-driven computational measures
were adopted to predict ERPs amplitude: two data-driven measures of cosine similarity (one from word2vec
and one from Italian BERT) and surprisal (from Minerva, an ltalian autoregressive LLM). Congruency was
assessed using a cluster-based permutation analysis approach, while contribution of computational
measures in the temporal profile of N400 was assessed by models’ AIC comparison. Results: We observed
a significant Condition effect (incongruent > congruent) at a topography and latency compatible with the
N400. At a more fine-grained analysis, Condition predicted amplitude in all the time windows related to N400
(200~450 ms). BERT predicted N400 amplitude in the 200~400 ms time-window, outperforming Condition in
the earliest time window (200~250 ms). In the early 200~350 ms time windows, surprisal was also found to
significantly predict N400O. Discussion: These results suggest that minimal exposure to naturalistic written
sentences fosters the integration of novel meanings and that such process is observable at the neural level.
Computational measures suggest that language distributional properties (only when accounting for sentential
context, i.e., BERT & Surprisal > word2vec) play a role in guiding novel meanings processing, especially in
the early stages of novel words retrieval. Taken together, these results fit with the idea that the semantic

system exploits linguistic experience to facilitate the learning process of novel words meaning.
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Figure1. Event-related potential time course related to the presentation of the novel words in the testing phase (top
panel). Results of the model comparison analysis in terms of AIC (second row), BERT cosine similarity effect (third row)
and condition effect (last row) in the N400 time window for each time bin (50 ms each, ranging from 250 to 450 ms). Grey

bars in the top panel represent the 50 ms bins used in the second analysis to characterize the time course of N400.
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Background: A major issue in 21st century psycholinguistics has been the extent to which lexical semantics
recruits perceptual “grounded” resources versus amodal representations derived from the statistics of
language. Here we use advances in NLP to investigate how well measures of both linguistic distribution
information and experiential grounding predict brain responses to words in a property verification task. To
operationalize distributional contributions to word meaning, we use embeddings from GPT2, a Large
Language Model (LLM) trained only on language corpora [5]. To approximate contributions from visual
experience, we use embeddings from the vision language model CLIP that links images to text [6]. Though
CLIP has a text encoder with a similar architecture to GPT2, its training incorporates information about what
things look like - thus, embeddings from CLIP’s text encoder are informed at least partially by a visual
grounding process [4]. If human semantic representations primarily reflect distributional information, EEG
elicited by words such as “red” should be well-predicted by GPT2. If semantic representations also reflect
grounded resources, predictions of the brain response to these words should be improved by CLIP.
Method: We conducted a reanalysis of single trial EEG data collected from 19 participants who performed
the property verification task reported in [3]. This reanalysis includes the TRUE response trials (e.g., “APPLE
- red”, “DYNAMITE - booms”) with visual (e.g., "red”, n = 1373) and auditory (e.g., "loud”, n =1160) property
words. As a measure of semantic dissimilarity, we measured the cosine distances between the concept and
property vectors obtained from the final layer of both GPT-2 and CLIP. As control predictors, we include
logarithmic word frequency [2] and number of letters in each word. All predictors were z-scored. We
measured mean voltage at each electrode in successive 100 ms windows, from the onset of the property
word until 700 ms, and fit the following five models for each of seven windows. The NULL model included no
lexical or semantic predictor, but only interactions of scalp-dimensions [7] and modality type (auditory/visual)
as fixed effects, and item and subject-level random effects [voltage ~ (X+Y+Z) * modality + (1|word) +
(1|subject)]. The rest of the models progressively include predictors of interest in interaction with the scalp
dimensions and modality. The second model, BASE, included word frequency and number of letters. The
third model added GPT2 cosine distance, and the fourth model added CLIP cosine distance to the BASE.
The final/full model added all the predictors. We used Akaike Information Criterion (AIC) scores for statistical
model comparison considering AlC differences of 10 as robust evidence for a more likely model.
Results: Figure 1 compares the AAIC (scaled to the null model) values for the Base, Base + GPT2, Base +
CLIP, and Base + GPT2 + CLIP models across the seven 100ms windows. Results show that the Base
model improves the fit above the null model from 200-700 ms, GPT2 improves over Base in 0-400 and
500-700 ms, and CLIP improves over Base from 200-700 ms. The full model improves over GPT2 and CLIP
when included alone across all windows except the first one (i.e. 0-100 ms).
Discussion: After the first 100ms, the best fit to the neural data came from the combined model. This
suggests that human semantic representations in this task are informed both by the statistical regularities of
a word and by its associated visual properties. Superior performance of GPT2 in the first 100ms may support

the proposal that early word processing is sensitive to pure distributional information [1].
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Negation is a universal phenomenon investigated in linguistics and in psychology, but some findings are still
controversial. When it comes to the processing of negation, some accounts claim that negation is a two-step
process, in which comprehenders first process the information that is being negated and then integrate the
negator to derive the factual state of affairs [1, 2]. This two-step scheme is argued to hold even in the face of
pragmatic licensing, particularly for postverbal negation [3]. But it also has been postulated that a pragmatically
licensing discourse context facilitates comprehension [4] and allows the full meaning of the negative utterance
to be processed in one step [5, 6]. As for the influence of negation on memory, findings are mixed: some
studies show that negation makes it more difficult to remember the negated information [7, 8], whereas other
studies show that the negated items can be falsely remembered as existing [9]. It is yet unclear how
pragmatically licensed negated sentences influence processing and memory retention.

Our study tested 40 German native speakers. Participants performed a two-alternative forced choice task
(2AFC) followed by a 5-minute Flanker task (as a distractor) and a memory test. In the 2AFC task, participants
first read a context that pragmatically licensed negation by introducing a clear question under discussion
(QUD): in each context, a character faced a choice between two actions and had to choose one. Each story
ended with a target sentence revealing the character’s decision either via an affirmative or a negative
statement (see Table 1). The target sentence was followed by two pictures representing the two actions
mentioned in the story, and participants had to choose the picture matching the target sentence. The results
of mixed-effects models revealed that reaction times were significantly longer in the negative than in the
affirmative condition (Fig. 1). Consistent with the two-step accounts [1, 2, 3], this pattern indicates higher
processing difficulty for negative sentences, despite the presence of a pragmatically licensing context.

In the memory test, participants were presented with probes in the form of verbal phrases (e.g., eine Birne
schélen, “to peel a pear”). The probes represented either actions that had been encountered in the 2AFC task
in an affirmative or a negative target sentence, or filler probes representing actions that had not been
mentioned before (e.g., einen Ball werfen, “to throw a ball”). Participants had to determine whether the action
had taken place in the stories in the 2AFC task. The results showed that the negative condition (i.e., probes
mentioned in negative sentences in the 2AFC task) caused significantly longer reaction times and higher error
rates compared to both the affirmative and the filler conditions. Importantly, this pattern was not due to the
general difficulty in rejecting a probe, since there was no significant difference between the time it took to reject
a filler and the time it took to confirm a probe in the affirmative condition (Fig. 2A). Neither was there a general
bias towards yes-responses, since the number of errors in the affirmative condition was significantly higher
than in the filler condition (Fig. 2B). We conclude that negative utterances, although they were pragmatically

licensed, are still more difficult to remember than their affirmative counterparts.
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Table 1. A sample item set for the 2AFC task.

Context

Papa macht das Mittagessen und bittet Mama um Hilfe. Mama soll den Kése reiben.
Aber vielleicht schélt sie lieber die Birne. Mal schauen!
“Dad is making lunch and asks Mum for help. Mum has to grate the cheese.
But perhaps she would rather peel the pear. Let's see!”

Target sentences

affirmative negative
Sie reibt den Kése schon. Sie reibt den K&se nicht.
“She is already grating the cheese.” “She does not grate the cheese.”
Sie schélt die Birne schon. Sie schélt die Birne nicht.
“She is already peeling the pear.” “She does not peel the pear.”
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Background Saccadic targeting during reading integrates visual, linguistic, and motor planning processes [1,
2]. While second language (L2) learners may develop native-like fixation durations in their L2 [3], it is unclear
whether spatial adaptations extend to their first language (L1), especially when scripts are vastly different. This
study investigates whether advanced English proficiency and exposure reshape saccadic precision and
landing stability during L2 English reading, and whether these patterns transfer to L1 Chinese reading.
Method Forty Chinese university students were categorised into Advanced and Upper Intermediate L2 English
learner groups using Principal Component Analysis and Cluster Analysis of English vocabulary size, IELTS
scores, and years of residence in the UK [4]. Participants read 24 matched Chinese (38—71 words each, M =
55.9, SD = 10.3) and English (44-98 words each, M = 70.7, SD = 12.9) texts in a counterbalanced order while
their eye movements were recorded. Relative Landing Positions (RLPs) were computed using the x-coordinate
of the first fixation relative to word centre, capturing both central tendency and dispersion.

Results In L1 Chinese reading, both groups demonstrated highly stable, centre-based RLPs that did not vary
with word length, aligning with native-like saccadic patterns [5, 6]. In contrast, during L2 English reading, both
groups showed increasingly leftward RLPs of the first fixation from word centre as word length increased,
consistent with spatial undershoot patterns attributed to oculomotor constraints or motor planning strategies.
This spatial undershoot occurred despite the Advanced group showing native-like fixation durations, indicating
that temporal and spatial components of eye movement control may be governed by different mechanisms.
Discussion The present findings highlight a dissociation between temporal fluency and spatial targeting in
bilingual reading. While L2 proficiency and exposure may support native-like fixations, they do not affect
saccadic targeting. The persistence of L1 Chinese saccadic patterns suggests that spatial aspects of eye
movement control are script-specific and relatively resistant to change [3], particularly when the scripts of the
two languages differ markedly. These findings suggest that L1-based saccadic routines persist in L2 reading,
highlighting the need for bilingual models to account for the limited cross-script adaptability of spatial

oculomotor control.
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Language planning and lexical competition: evidence from lexical processing for
sociopragmatic differentiation of lexical doublets
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Background: This study investigates the status of lexical doublets (syntactically and semantically equivalent
lexical items associated with either the Serbian or Croatian language norm) in the mental lexicons of Bosnian
speakers. It is the first experimental study using time-sensitive measures to examine how planned language
change affects lexical representation in Bosnian speakers. While translation ambiguity research [1,2] has
generally focused on words with different meanings or forms, our study offers the novel perspective that
sociopragmatic associations alone may lead to the differentiation of doublets in the mental lexicon. We draw
on the Revised Hierarchical Model with Translation Ambiguity [3, 4] and Blythe and Croft's model of variant
competition to investigate whether lexical items that differ only in sociopragmatic aspects are represented as
separate competing lexical entries or as single entries with multiple surface forms. Our findings advance the
theoretical understanding of how language planning initiatives impact lexical processing and representation.
Method: We recruited 24 native Bosnian—English bilinguals, comprising 12 professional translators (average
23.4 years of experience, SD = 6.1) and 12 advanced Bosnian students of English. Each participant
completed a web-based, timed translation production task: 51 English target words (all corresponding to
Bosnian doublets differing by sociopragmatic norm) and 49 distractors were presented in isolation in
randomized order. Participants provided Bosnian translations of stimuli using a microphone; speech-onset
latencies were manually determined via waveform analysis in Audacity. To quantify translation ambiguity, we
calculated Shannon entropy [5,6] from the distribution of translations produced per stimulus. Continuous
predictors included word frequency on the Zipf scale [7], familiarity, concreteness, word length, and entropy.
Linear mixed-effects models were fitted in R using the Ime4 package [8], with random intercepts for
participant and stimulus, and random slopes for entropy where supported, to evaluate effects of number of
alternatives (Min(1), Max(9) and entropy on log-RTs for doublet (D-type) items (examples on p. 3).

Results: Linear mixed-effects modeling of D-type (doublet) items revealed that introducing a second
translation alternative imposes a substantial processing cost, consistent with two separate lexical entries
being co-activated. Specifically, a significant main effect of number of translations (F(5, 171.43) = 4.86, p <
.001) was driven by a 273 ms increase in response time when moving from unambiguous words (one
translation) to doublets (two translations), SE = 92.4, #(260.8) = —2.958, p = .039, whereas a further increase
in the number of elicited translations (3+) did not yield proportional RT increases (all ps > .32). Crucially,
there was no significant difference in RTs between SR and HR variants (8 = -0.018, p = .554), and total
entropy robustly predicted slower responses (8 = 0.115, p = .003), indicating that the core ambiguity cost
stems from managing two distinct entries rather than surface variation within a single entry.

Discussion: The introduction of a second translation caused a 273 ms processing cost, while additional
alternatives didn't produce proportional delays. This suggests that doublets function as distinct co-activated
lexical entries rather than variants of one lemma. Despite identical semantics, social indexing alone drove
competition costs and entropy effects on RTs. This extends the RHM-TA model by showing that the bilingual
lexicon encodes social meaning as rigorously as semantics, requiring speakers to resolve both lexical

ambiguity and embedded social identity cues.
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Doublets (D-type) in this study refer to Bosnian translations that belong to a lexical pair, where one member
of the pair corresponds to the Croatian-standard variant (“Hr”) and the other to the Serbian-standard variant
(“Sr”). For instance, the English stimulus ‘translation’ can elicit either ‘prijevod’ or ‘prevod’. More examples
are provided in the table below. “Elicited Hr” and “Elicited Sr” indicate which variant could be produced by
participants; “Other” lists any additional non-doublet responses.

Stimulus Elicited_Hr Elicited_Sr Other

translations prijevod prevod —

employee zaposlenik  uposlenik radnik

transportation  prijevoz prevoz transport; transportiranje
sponsored sponzoriran sponzorisan podrzan

qualified kvalificiran  kvalifikovan osposobljen
municipality opcina opstina —

criticise kritizirati kritikovati —
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' Department of Experimental Psychology, Ghent University; 2 ETSI de Telecomunicacion, Universidad
Politécnica de Madrid, 3 Universidad Carlos Il de Madrid

marc.brysbaert@ugent.be

Background: Until recently, there were two main ways of obtaining information about words and
expressions. The first was to analyze large text data sets (corpora) and calculate the frequency with which
words and phrases occur, as well as the typical contexts in which they occur. The second was to ask
participants to provide subjective information about words and phrases, such as the familiarity of the stimuli
or the age at which they are typically acquired. The development of large language models has given us a
third option. Instead of asking participants for information, we can query large language models. The results
show that the information obtained from those models is just as good and often even better than the
information obtained from people [1,2,3]. This talk will discuss the recent developments and indicate how

results can further be improved by finetuning the model to a few thousand stimuli.

Method: Large language models (mostly GPT4) are queried to obtain information about word familiarity,
concreteness, valence, arousal, and age of acquisition. Importantly, the results are compared to human data

(e.g., ratings provided by people, predictive value of lexical decision times and megastudies).

Results: Converging data will be discussed for several languages, including English, Spanish, German, and
Mandarin Chinese. These show that LLM-generated word information provides an interesting addition to the

tools currently available.

In the second part of the talk, we will discuss developments that are not yet available in published form, such
as the extension from single words to multiword expressions, direct prediction of lexical decision times
obtained in megastudies, and the use of model finetuning to generate a large dataset on the basis of a few
thousand seed words. Each time the outcome of LLM-queries is compared to human performance,

sometimes newly collected to test specific predictions based on the models.

References
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Example of a study: A comparison of GPT4 generated familiarity estimates for German, compared to the
available datasets of human familiarity ratings and German word frequency estimates. The data show that
the correlations of the human ratings with GPT estimates are higher than the correlations between the
studies themselves. They also show that very much the same estimates are obtained whether the GPT
instructions are given in German (de) or in English (en). Correlations between GPT-generated familiarity
estimates and word frequency are between .5 and .7.
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Pronoun accentuation produces interference effects in memory for alternatives

Sophie Repp, Heiko Seeliger, Sven David Weber
University of Cologne

sophie.repp@uni-koeln.de

Prosodic prominence (PProm) influences the representation of referents in discourse memory: High PProm
of a noun may improve recall of the denoted referent and of information associated with it, as This has been
shown for high PProm indicating focus [1]-[5] and contrastive topichood [1][6], which both involve (contrast-
ive) alternatives. Better recall for focus is thought to stem from a richer semantic representation (a more
specific memory trace) for the referent itself, and/or the additional representation of the alternatives. Better
recall for contrastive topics has been linked to a structured memory representation with topics as anchors [6].
PProm-induced memory effects have not only been shown for the focus/topic itself but also for the alterna-
tives [2]-[4]. The effects can be long-lasting, e.g. a day [1]. So far, memory-enhancing effects of PProm have
not been studied for pronouns. When a pronoun is uttered, the pronominal referent is accessed in memory.
Accentuation, i.e. high PProm, may trigger a contrastive interpretation, i.e. indicate the presence of alterna-
tives [7]-[9]. Hence, pronoun accentuation might also enhance memory for the referent and the alternatives.
We conducted a recall study where 96 German participants listened to stories (30 items, 30 fillers) con-
taining a clause with a subject d-pronoun (1). D-pronouns are used in colloquial speech [10] and are accent-
ed more naturally than personal pronouns. Each story introduced a set of referents (e.g., animal breeders),
then named two of the referents (rabbit/horse breeder), followed by a third. The d-pronoun in the target
clause referred to the third referent and was unaccented or carried a L+H* accent (Lat. sq.). The story ended
with an evaluative statement. In the recall task, which followed directly or with a 24h delay (between-partici-
pants), participants verified written statements (Lat sq.): the target clause with (2i) the original subject refe-
rent Treref, (2ii) one of the mentioned contextual alternatives as subject Tcontart or (2iii) a plausible un-
mentioned alternative Tnewar. Our (G)LMM analysis showed that recall accuracy (RA) (Fig. 1) was higher for
Trrueret than Tconta/ Tnewar, and lower for Tcontar than Tnewart (but above chance) suggesting that overall, the
proposition expressed by Trreref is remembered best, and that contextual alternatives are also stored in me-
mory turning them into lures for an illusory recall of Tcontart (esp. after 24h); unmentioned referents are safer
rejects. For Tcontait RA was lower when the d-pronoun was accented, suggesting that accentuation raises the
discourse prominence of the contextual alternatives, adding to their lure quality. RA dropped after 24h except
for Trrerer, indicating a lasting advantage for true propositions. Reaction times (RT) for correct answers
were faster for Trrueref than Tcontat/ Tnewar; the 24h delay increased RTs (Fig. 2). The former effect confirms
enhanced memory for true propositions, the latter confirms memory decay with time. RTs for incorrect ans-
wers to Trreret Were slower with an accented d-pronoun; for Tcontai/ Tnewat they were faster with accentuation
(Fig. 3). We propose that PProm makes not only the mentioned alternatives more discourse-prominent but
also activates likely alternatives, slowing down the incorrect rejection of Ttrerer, and speeding up the incor-
rect acceptance of Tai: participants are tricked into this choice faster with PProm. The effect vanishes after
24h. Overall, PProm of a pronoun has similar memory effects for the true proposition as nouns do. For
contextual alternatives, pronouns show the opposite effect. Pronouns are interpreted against the previous
discourse. So an accented pronoun induces the re-activation both of the pronominal referent and the alterna-

tives. Competition from alternatives is greater than for nouns due to reduced cue informativity (nb/gender).
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(1) Sample item listening phase (left and right context: English translation only)

The results from the animal breeding contest in Altdorf have just come in. A few of our people were
there, remember. For example, our rabbit breeder and our horse breeder took part. Our pigeon breeder
had the most beautiful animals.
Am Ende hat {der/DER/+n+}

at

echt viele Preise gewonnen.

end has he really many prizes won

‘In the end he really won lots of prizes.’

That was quite impressive.

(2) Sample item recall task

i. TrueRef Der Taubenziichter hat echt viele Preise gewonnen.
i. ContAlt Der Kaninchenziichter/Pferdeziichter hat echt viele Preise gewonnen.
iii. NewAlt Der Hihnerziichter hat echt viele Preise gewonnen.

the {pigeon//rabbit/horse//chicken} breeder

has really many prizes won

Fig. 1: Predicted probabilities
of correct answers

Fig. 2: Predicted RTs
for correct answers

Fig. 3: Predicted RTs ~® accent
for incorrect answers ~® no accent
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Building Structures Left to Right and Bottom Up: The Production and Perception of
Syntactic Branching by L1 and L2 Users of a Tone Language

Chien-Jer Charles Lin, Zeping Liu, Xiao Dong
Indiana University Bloomington

chiclin@iu.edu

Background: Syntactic branching and structure building are fundamental to human sentence processing.
While structural and semantic composition proceeds in a bottom-up fashion, language unfolds linearly from
left to right in both perception and production. This interplay creates particular challenges when bottom-up
processing leads to right-branching (RB) structures, which require additional effort to resolve discontinuities
and form syntactic boundaries. For example, the phrase the purple unicorn hat is structurally ambiguous,
allowing for a left-branching (LB) interpretation (a hat with purple unicorn patterns) or a right-branching (RB)
interpretation (e.g., a purple hat designed for a unicorn). This paper examines the incremental processing
and production of LB and RB structures in three-word sequences in Mandarin Chinese, a tone language
where pitch is phonemic and prosodic cues for disambiguation are limited. We address three central
questions: (i) How do LB and RB structures differ in processing? Is one more dominant? (ii) How do
speakers signal branching direction in a prosodically constrained (tone) language? (iii) How do L2 learners
with varying proficiencies acquire and produce these structures?

Method: We report findings from three experiments: one comprehension study (Exp1) and two production
studies (Exps 2&3). Exp 1 used a phrase-picture matching task where participants (N=37) decided whether
acoustically neutral ambiguous phrases matched the LB/RB pictures (Fig. 1, left panel). Exp 2 used a
sentence reading-out task with an audience design [1-2] to collect how Mandarin speakers use prosody to
disambiguate the phrase (N=16), where branching type (LB or RB) and Contrastiveness (No Contrast vs.
Contrast, depending on whether the visual scene included only LB or RB images or both) were manipulated
(Fig. 1, right panel). Exp 3 assessed productions of trisyllabic Tone 3 sequences (T3T3T3) by L1 speakers
(N = 24) and L2 learners at intermediate-low (N = 16) and intermediate-high (N = 21) proficiency levels [3].
These sandhi sequences yield distinct outputs based on branching type due to Tone 3 Sandhi (T3S):
T2T2T3 for LB structures and T3T2T3 for RB structures (see page 3 for information about T3S).

Results & Discussion: Results (Linear Mixed-Effects Models) show that LB structures were processed
more quickly and accurately than RB structures (Exp 1, Fig. 2), suggesting a general preference for LB. In
production (Exp 2), speakers inserted silent pauses & prolonged durations—rather than using pitch or
intensity—as cues for branching direction, with pause/lengthening location aligning with expected structural
boundaries (Fig. 3). Exp 3 (Fig. 4) revealed that while intermediate-high learners were sensitive to
morphosyntactic cues, they struggled more with RB structures compared to L1 speakers. Intermediate-low
learners predominantly applied sandhi in a left-to-right manner, favoring LB outputs. These findings suggest
that LB is preferred in both comprehension and production due to the alignment of left-to-right and bottom-up
processing. In tone languages like Mandarin, temporal cues such as pauses and lengthening are employed
to mark syntactic boundaries since pitch cues are constrained. Furthermore, the acquisition of RB structures
appears to emerge later in L2 development, as learners accumulate more linguistic knowledge and

processing experience.
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Fig. 1 Design in Exp.1 & 2. In Exp. 2, selected images are Contrast LB (A), NoContrast LB (B), Contrast
RB (C), and NoContrast RB (D). Below images is the written sentence to be read out by the speakers.
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Fig. 2 Percentages & RTs for LB & RB in Exp 1. Fig. 3 Perceived pauses at phrasal boundaries in Exp 2.
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Additional Information on Mandarin Tone 3 Sandhi (T3S)

Mandarin Tone 3 Sandhi (T3S) is an obligatory phonological rule in Mandarin Chinese that applies when two
adjacent low tones (Tone 3, or T3) occur within a defined prosodic or morphosyntactic domain. In such
cases, the first T3 is converted to a rising tone (Tone 2, or T2), resulting in a T3T3 — T2T3 pattern. This

tonal alternation is a regular and productive process in Mandarin phonology.

For example, in the disyllabic compound /mei3-xau3/ "wonderful"—composed of /mei3/ "beautiful" and /xau3/
"good"—the first syllable undergoes T3S and is produced as [mei2], yielding the surface form [mei2-xau3].
(The numbers 2 and 3 following the pinyin romanizations indicate the conventional tone categories Tone 2
and Tone 3 in Mandarin.)

T3S involves two core processes: (a) identifying the appropriate domain for rule application based on
morphosyntactic and prosodic structures—typically the bottom-level words or phrases in a syntactic tree—
and (b) applying the phonological alternation to change the first of two adjacent T3 tones within that domain,
producing the characteristic T2T3 output.

In trisyllabic Tone 3 sequences (T3T3T3), which are the focus of Exp 3 in the current study, T3S interacts
with syntactic branching, yielding distinct surface forms that reflect underlying structural configurations. In
left-branching (LB) structures like (1) below, T3S applies twice; first on the initial syllable, and again on the
second syllable, resulting in T2T2T3, which shows left-to-right application. In contrast, right-branching (RB)
structures trigger right-to-left application, yielding T3T2T3. These structurally determined outputs serve as

diagnostic cues for distinguishing underlying phrase structure, as illustrated in examples (1-2) below.

(1) A left-branching trisyllabic prosodic word ([T3T3] T3) (2) A right-branching trisyllabic prosodic word (T3 [T3T3])

NP NP
VRN VEERN
Noun Noun Noun Noun
([o1 2] o3) (ol [02 c?)
([ ) ) Chinese characters: S&iff speech, # script (4K [# [54)) Chinese characters: £ paper, Z ¥ tiger
([yan3 jiang3] gao3) Chinese pinyin (zhi3 [lao3  hu3]) Chinese pinyin
(T3 T3] T3) Underlying tone (T3 [T3 T3] Underlying tone
(T2 T3] T3) Tone sandhi applies within the disyllabic word (T3 [T2 T3)) Tone sandhi applies within the disyllabic word
(T2 T2 T3) Boundary erased; tone sandhi applies again; surface tone (T3 T2 T3)) Boundary erased; no additional process; surface tone

This distinctive production makes Mandarin as an ideal case for studying productions that are
unambiguously LB or RB phonologically.
References
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Redefining psycholinguistic cognates:
Linguistic and historical considerations

Isabella Fritz (isabella.fritz@ling-phil.ox.ac.uk), Joshua Booth (joshua.booth@ling-phil.ox.ac.uk) & Aditi Lahiri
University of Oxford, Language & Brain Laboratory

Much of what we know about the bilingual mental lexicon is based on experiments comparing cognates
with non-cognates. In psycholinguistics, the term cognate refers to translation equivalents that don't only share
meaning but also have a phonological and orthographical (for same script-languages) overlap [1]. As
highlighted in a recent review paper [2], the current psycholinguistic cognate definition raises the question of
a cut-off point between cognates and non-cognates which is operationalised differently across studies.
Concretely, this means that various approaches (algorithms/ratings) exist to calculate phonological and
orthographical similarity, often based on the assumption that all differences are either weighted equally (e.g.,
[3]), or the weighting is not based on empirical evidence (e.g., ALINE [4]). Importantly, current approaches
neglect the fact that languages are structured systems and that phonological variation across languages is
systematic.

Based on our recent line of research, we propose an alternative approach to investigate the role of the
L1 phonology in L2 word recognition that is based on theoretical and historical linguistics. In linguistics, the
term cognate refers exclusively to inherited words (English: daughter ['do:ta], German: Tochter ['toxte]) whilst
all borrowed words are considered loans. Loans may come from the same source (e.g., from French: E reptile
[1ep ta1l], G Reptil ['sep 'ti:l]) which we refer to as shared loans. Alternatively, the first language has borrowed
the relevant item from the second (English) as in chocolate [tfoklat] — Mandarin I5 52 5 @hjag3khv4li4] which
was then adapted to the L1 phonological grammar. Cognates only exist in related languages and they do
undergo regular sound changes. For example, following the Second Sound Shift (approximately dated to the
sixth century), all initial interdental fricatives [8] in English became voiced stops in German [d] (e.g., thick —
dick, see Table 1).

Why is this relevant for psycholinguistic studies? For cognates, sound change is regular, systematic,
and sound correspondences between classes of words remain. This systematicity holds for shared loans, i.e.,
the ways in which non-native phonemes and metrical patterns are adapted from one language into another is
entirely systematic. However, phonological grammars differ between shared loans and cognates leading to
varying degrees of phonological and orthographic overlap and on different phonological levels (see Table 2).

In regard to models of bilingual word recognition, recent accounts supporting an integrated bilingual
mental lexicon [5] assume orthographically-driven co-activation based on visual word recognition studies. If,
however, we want to advance our understanding of phonology-based co-activation [cf. 6], we need to test step-
by-step which types of phonological mismatch between L1 and L2 are permitted so that phonological co-
activation still occurs [7]. However, previous studies on L2 processing leave open the question of how this
"mismatch" is to be defined or quantified. And this is exactly what our research agenda set out to achieve.

We will draw from a set of ERP cross-modal priming studies with a Lexical Decision Task and with a
variety of L1-L2 combinations (i.e., Bengali, Dutch & German L1, English L2). Across multiple studies, we show
that bilingual speakers are sensitive to systematic cross-linguistic correspondences and differences in both
shared loans and cognates. In our research so far, we investigated systematic cross-linguistic
differences/similarities on a featural and prosodic level. However, we will show that such linguistically informed

study designs can be used to test for a wide range of phonological phenomena.
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Isl-Iz/ Iwi=Ivl 18/-/d/
[0BS], [CONT], [COR], [STRID] [CONT], [LAB], [VOICE] [oBS], [COR]
sack [saek/ Sack [zak/ wind /wind/ Wind /vind/ thick  /01k/ dick /dik/
sand [saend/ Sand /zand/ wine /waIn/ Wein [vain/ | thing /81in/ Ding /din/
sea [si/ See /[ze:/ wolf  |wulff Wolf  Ivolff thorn /82:n/ Dorn /doin/

/s/ has no voice feature

/w/ = [SONORANT]
/vl = [OBSTRUENT]

/6/ = [CONTINUANT]
/d/ = [PLOSIVE] (underspecified)

/z/ = [VOICE]

Table 1 Classes of corresponding initial consonants in English—German cognates, with the relevant
differentiating phonological feature provided below. Shared features are provided in the first row of the table
(OBS = OBSTRUENT, CONT = CONTINUANT, LAB = LABIAL, COR = CORONAL, STRID = STRIDENT).

Status Related E—G words Orthography Phonology
Cognates nest—Nest [nest] v v
mild—mild [m1lt] v x
mouse—Maus [mays] x v
night—Nacht [naxt] x x
chef—Chef [[ef] v v
garage—Garage [ga'sa:39] v x
Recent loans Cognac—Kognak ['konjak] x v
X

bureau—Biro [by's0:] x
Table 2: The ways in which related words can differ across English and German in terms of orthographic and
phonological overlap.
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Thinking about nothing: the processing and mental representation of lexical ambiguity
Elliot Schwartz?®, Griffin Pion*, Jake Quilty-Dunn?, Eric Mandelbaum®?, Spencer Caplan®
'CUNY Graduate Center, ?Rutgers University, *Baruch College

scaplan@gc.cuny.edu

Background: How are words—and their many potential meanings—represented in the mind [1]? The study
of ambiguity in the mental lexicon has a long history in psycholinguistics [2] with lexical ambiguity traditionally
categorized into two kinds. Homonyms—single word forms that map to multiple unrelated meanings (e.g.
“bat” as a flying mammal or a club used in sport)—are generally understood to employ a one-to-many
mapping [3] (Fig 1a). Polysemes—word forms that map to multiple related senses (e.g. “breakfast” refers to
both dining events and foods)—conversely, are more debated. The List View [4] holds that polysemes share
the same representational structure as homonyms, with the differences between “classes” of ambiguity
reduced to graded relatedness. In contrast, the Underspecification View [5] posits that polysemes involve a
one-to-one-many structure (Fig 1b) where a word form passes through an underspecified representation
before resolving to a determinate sense. While previous work has found processing time differences
between polysemy and homonymy [6], such effects do not directly reveal how these forms are represented.
Methods: We developed a novel inference paradigm to test predictions of the List and Underspecification
views of polysemy. Across two experiments (N=148) we tasked participants with evaluating the validity of
Aristotelian syllogisms (a total of 224 arguments evenly divided between four forms; Table 1) in which the
middle term was either a polyseme or homonym along with valid and invalid fillers. The polysemy trial terms
were drawn from [7] and each premise designed to uniquely constrain the intended sense. For example: “P1:
all breakfasts are under three hours. P2: Some smoothies are breakfasts. C: Some smoothies are under
three hours™—since this argument equivocates on the senses of “breakfast” it is formally invalid. The
Underspecification view predicts that, if polyseme-arguments involve processing an underspecified
representation, participants will draw the conclusion anyway (at higher rates than in the homonymy or invalid
filler trials). The List view predicts that if all lexical ambiguity is represented in the same way, then
participants should endorse polyseme- and homonym-arguments at similar rates. We also conducted
norming studies to gather judgements on the plausibility of the premises and conclusions when presented in
isolation (i.e. no context of argument) which were included as additional factors in the mixed-effects models.
Results: Participants endorsed arguments with equivocal polysemes as valid (65%) more often than
arguments with equivocal homonyms (48%— Fig 2). Our primary analyses (elided for space) confirm this
difference using mixed-effects logistic regression via nested model comparison. Beyond classic belief bias
effects, polyseme-based arguments show a validity boost twice as large as those involving homonyms or
fillers (Fig 3). Finally, while participants vary in their overall rates of argument acceptance, the boost to
polyseme items is stable across participants (Fig 4). These findings provide behavioral evidence that
polysemous word forms engage a qualitatively different mental representation than homonyms, i.e.
polysemes are not merely stored as lists of related senses but instead include an intermediate,
underspecified representation that is active in reasoning. If concepts are elements of inference, these results
indicate that humans can reason using “placeholders.” Such conceptual structures are meaningful yet not
fully specified: we can think without thinking about anything in particular. This raises questions such as how

such structures are learned and how long such underspecified states persist during online comprehension.
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Not that cloze: Semantic sentence constraint is influenced by language background and

dominance
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2 University of the Basque Country (UPV-EHU), Bilbao, Spain
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Background: Research in language processing and prediction often relies on cloze tests to establish
sentence constraint norms. In these tests, participants are presented with incomplete sentences and are
asked to write the most likely continuation. The degree of answer consistency across participants then
informs about sentence constraint. However, the validity of cloze test results depends heavily on how closely
the pre-test population matches the one in the main study, and there is limited evidence on how different
sociolinguistic profiles may influence sentence constraint. Given the practical challenges of running cloze
pre-tests with every target population, this study explores whether sentence constraint measures are

affected by linguistic and cultural background (Experiment 1) and by language dominance (Experiment 2).

Method: We tested different speaker groups on a cloze task hosted on Gorilla, where participants completed
330 sentence contexts with the first word that came to mind. Responses were processed to extract the first
noun mentioned, and within-group noun response entropy was calculated as a measure of semantic
sentence constraint. In Experiment 1, 60 Spanish-dominant and 60 French-dominant speakers completed
the task in Spanish and French, respectively. In Experiment 2, French sentence contexts were presented to
three groups: 60 French-dominant, 60 Spanish-dominant, and 60 English-dominant speakers. To assess
alignment in semantic constraint across groups, we computed Spearman correlations between group pairs.
To further interpret the observed correlations, we developed two additional correlation benchmarks tailored to
our data: a distribution of correlations representing null alignment, obtained through permutation tests, and a

distribution representing maximum alignment, derived from split-half iterations.

Results: In Experiment 1, response entropy in Spanish-dominant speakers was only mildly aligned with that
of French-dominant speakers tested on the same translated sentences (Figure 1). In Experiment 2, dominant
and non-dominant French speakers showed only mild alignment, distant from the distribution representing
maximum alignment (Figures 2 and 3). However, the two groups of non-dominant speakers of French who
differed in their dominant language were strongly aligned, their observed correlation being indistinguishable

from the maximum alignment distribution (Figure 4).

Discussion: Since presenting the same translated sentence contexts to dominant speakers of different
languages resulted in only mild alignment, our findings suggest that sentence expectations are shaped by
language-specific usage and cultural factors associated with high proficiency and dominance. Moreover,
differences in constraint scores between dominant and non-dominant speakers highlight the role of language
dominance in shaping predictive processing. In contrast, participants’ most dominant language did not affect
sentence constraint in a shared non-dominant language, suggesting minimal L1 influence on L2 semantic
expectations. These findings contribute to theoretical proposals of L2 prediction and support more efficient,

informed practices for designing language prediction studies across diverse speaker populations.

119



Figures

Bootstrapped distribution

1200
[ Null distribution
[0 Maximum distribution
1000 ---- Observed correlation: 0.56
800
>
o
c
1]
&
g 600
[ing
400
200

0.2 04 06 08

Spearman Correlation
Figure 1. Alignment distributions between Spanish-
and French-dominant speakers completing Spanish
and French sentences, respectively.

-0.2

00

1750 Bootstrapped distribution
[0 Null distribution
[0 Maximum distribution

---- Observed correlation: 0.60

1500

1250

Frequency
g I 8
o o o

R
S

04

0.2
Spearman Correlation

Figure 3. Alignment distributions between French-
and English-dominant speakers completing French
sentences.

2000

Bootstrapped distribution
3 Null distribution
23 Maximum distribution
---- Observed correlation: 0.52

1750

1500

1250

1000

Frequency

3
S

500

250

02 04 06 08

Spearman Correlation

Figure 2. Alignment distributions between French-
and Spanish-dominant speakers completing French
sentences.

0.0

-0.2

2000 Bootstrapped distribution
[ Null distribution
[0 Maximum distribution

---- Observed correlation: 0.71

1750

1500

N
33
o

1000

Frequency

3
o

500

250

02 0.4
Spearman Correlation

Figure 4. Alignment distributions between Spanish-
and English-dominant speakers completing French
sentences.

120



Jointly modeling maze RT and accuracy using diffusion models: A first case study

John Duff Laura Pissani
UCLA Linguistics Saarland University, Language Science & Technology
duff@ucla.edu laura.pissani@uni-saarland.de

In the maze task [1], participants must decide between target continuations and inappropriate foils.
Choices and RTs in this task have so far been modeled independently, but we suggest they could be
jointly well-described by the diffusion model of decision-making [2]. In addition to jointly explaining these
components, diffusion modeling can also help distinguish between several sources for differences across
conditions in decision tasks, including non-decision processing time (t,), initial response attractiveness (z),
and rate of preference accumulation (v) (Fig 1). Here, for one recent effect of interest, we offer a
proof-of-concept that diffusion models can be applied to maze data, and probe the source of the effect.
Effect of interest When a single maze decision followed comprehension of a familiar two-word metaphor
embedded in context (Fig 2), [4] observed that target responses were slower, and foil selection was more
likely, when the foil was RELATED to the literal interpretation of the metaphor. These effects reduced when
the critical maze position was postponed farther away from the metaphor [5]. This pattern, known as the
metaphor awakening effect, can be related to the general finding that maze decisions are more difficult
when concepts related to the foil are activated in preceding context [6-7]. [4-5] consider that the literal
meaning may be temporarily activated during metaphor comprehension, and before it rapidly decays, it
spreads activation to related concepts. With the diffusion modeling we present here, we find that a joint
explanation for the RT and accuracy components of this effect is feasible, and conclude that the principal
source for both is a slower accumulation of preference for the target in the RELATED-foil condition.

Data from [4-5] comprises 40 participants in each of SHORT, MEDIUM, and LONG delays between metaphor
and maze, each seeing 12 RELATED-foil trials and 12 UNRELATED. Foils were matched in length, frequency,
and contextual appropriateness across conditions, differing only in association to the preceding metaphor.
Diffusion models Using rtdists [8], we fit max-likelihood parameters to observed RT and response
distributions with 10 diffusion model variants, pruning away which parameters could vary by condition.
AIC (Table 1) favors model #5, in which only drift rate v varied across all conditions. Fitted vgg towards
the target is slower than v, less so at larger delays, while zg, is weakly biased against the target, but £,
re. 1S slightly facilitated. Simulated RTs using model #5 closely match the observed distributions of RTs for
both target and foil selections (Fig 4). Simulated accuracies likewise capture the observed pattern (Fig 3).
Discussion Model performance supports the proposal that when foils in maze decisions come shortly
after a related word, they jointly slow RTs and depress accuracy by interfering in the decision process. In
particular, we conclude such foils principally slow the rate of preference accumulation towards the target.
If this interference comes from residual priming, it suggests that the core process of maze decisions,
judging contextual fit, is susceptible to other sources of activation. Future work should pursue this idea
further, and perhaps validate the connection to residual priming by comparing stimulus-specific predictors

of spreading activation [e.g., 9] to itemwise diffusion model estimates.
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Acquisition of the blocking effect in L2 Chinese by L1 Japanese speakers
Jun Lyu
Peking University
junlyu@pku.edu.cn

Background This study investigates L1 Japanese speakers’ processing of reflexive zjji (‘self’) in L2 Chinese
in relation to the blocking effect (BE) phenomenon. In Chinese, the reflexive zjji can be long-distance (LD)
bound by a non-local subject; however, when the local subject is a 1st-person pronoun, LD binding is not
allowed (e.g., ‘John+ said Iz like self-1;2’s shirt’). This is because (i) LD ziji is empathic, requiring the speaker or
reader to empathize with the non-local subject or empathy locus and (ii) the 1st-person pronoun ‘I is a
stronger empathy locus and is priortized over a 3rd-person empathy locus (e.g., Kuno’87). In contrast,
although Japanese bare reflexive zibun (‘self’) can also be bound non-locally, it does not seem to show BE in
the absence of empathy-inducing morphemes (see e.g., Oshima’07). Indeed, LD zibun tends to be used as a
non-empathic, attitudinal reflexive (e.g., Nishigauchi’14), bound by an attitude holder. Thus, Chinese ziji and
Japanese zibun by default are construed differently: ziji is necessarily empathic and shows BE, while zibun
tends to be non-empathic and does not show BE. Therefore, one challenge facing Japanese learners of L2
Chinese is to overcome transfering the properties of LD zibun to LD ziji. As these two reflexives share similar
properties, from a psychotypological perspective (e.g., Kellerman'83), the acquisition of BE in L2 Chinese may
be highly challenging for Japanese learners as the perceived linguistic proximity may prompt L1 transfer.

Methods Thirty-two L2 Chinese learners, in addition to 33 L1 Chinese and 27 L1 Japanese control
participants, participated in the study. Two factors, ANTECEDENT (local vs. non-local) and BLOCKER (blocker vs.
non-blocker) were fully crossed in a 2x2 factorial design. See Fig.1 for an example target set (16 target items
and 24 fillers) and how local/non-local binding is created in blocker and non-blocker conditions. In the
experiment, participants first made a forced choice acceptability judgment and then rated the acceptability of
a particular reading using a 7-point Likert scale. The L2 participants also completed two cloze tests and a
language background survey.

Results Mixed effects logistic and linear regressions were run over forced choice judgments and
acceptability ratings, respectively. We mainly report results from the forced choice task as acceptability ratings
show similar results. In the L1 Japanese experiment (Fig. 2), we discovered an ANTECEDENT X BLOCKER
interaction (p < 0.001): within the local conditions, participants accepted local binding more often in the
presence of a blocker; within the non-local conditions, they accepted non-local binding more often in the
absence of a blocker. Crucially, in the non-local/blocker condition, L1 Japanese speakers prefer non-local
binding, which contrasts sharply with L1 Chinese speakers. In the L1 Chinese experiment (Fig. 3), in addition
to an interaction (p < 0.001), we further found a strong BE as Chinese natives strongly reject non-local binding
in the presence of a blocker. L2 participants (Fig. 4) showed interpretation patterns of ziji similar to L1
Chinese speakers as they also mostly rejected non-local binding when the local subject is ‘I'. Taken together,
these findings suggest that Japanese learners of L2 Chinese can acquire BE in the processing of ziji. (We omit
the discussion of some minor aspects of our findings due to space.)

Discussion The main findings of this study are two-fold. First, consistent with prior theoretical discussions,
we found different interpretation patterns of zjji and zibun (e.g., Oshima’07; Wang & Pan’15). Second,
Japanese learners of L2 Chinese can suppress L1 transfer and show BE in L2 Chinese. Furthermore, the

weak BE effect in L1 Japanese also provides new data relating to the linguistic properties of zibun.
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Finding, sharing, and losing words: word associations and the mental lexicon

Tess Fitzpatrick
Swansea University

t.fitzpatrick@swansea.ac.uk

This paper reports outcomes from the “Finding, sharing, and losing words” project concerned with lexical
acquisition and attrition through the lifespan, and the degree to which word meaning is shared. Specifically,
the project attempts to determine the potential of lexical retrieval research to i) identify patterns of lexical
retrieval in healthy ageing; ii) identify language-specific patterns, and the effects of multilingualism on lexical
retrieval; and iii) investigate the impact of lived experience, including sensory experience, on lexical

organisation.

This ambitious set of objectives is addressed through analysis of word association data. Evidence from over
a century of research indicates that word associations — i.e. the first word one thinks of when confronted with
a ‘cue’ word — may carry information about the structure of the mental lexicon, cognitive development,
linguistic proficiency, lexical connotation, attitude, and more [1, 2, 3, 4]. It also hints at important differences
in the way individuals process language, in that the kinds of association people make (e.g. synonyms,
collocations, orthographically/phonologically similar) differ between people, but that individuals’ association
profiles are stable across time and (for bilinguals) across their languages [5, 6, 7]. This project analyses
bespoke word association data from populations ranging in size from n=10 to n=680, with distinct
characteristics (dizygotic and monozygotic twins, 16-year-olds and over-65-year-olds, multilingual
individuals, people with visual impairment), in order to interrogate those propositions. Additionally, the project
has produced an online resource giving access to seven previously unavailable sets of word association

data, including the first comprehensive set of word association norms in Welsh (900 cues, 85 respondents).

In the first part of this paper we present project findings that suggest ways in which the architecture of the
mental lexicon is affected by factors including age, the interaction of bilinguals’ languages, features of one’s
L1, and sensory impairment. After reporting our headline findings we will introduce the online resource,
demonstrating how its databases, norms lists (group responses ranked by frequency), and visualisations can
be used by researchers and other users to address a range of research questions. Lastly, we will talk about
the real world applications, in education and healthcare, of our research findings, and will consider ways in
which word association analyses might be further harnessed to augment our understanding of the mental

lexicon.

The research reported here was funded by the Arts and Humanities Research Council (AHRC), part of UK
Research and Innovation. (AH/Y003020/1).
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A Computational Perspective on the Stage of Acquisition of Grammatical Competence:

Testing the Growing Tree Approach
Robiatu Al Addawiyah’, Cristiano Chesi?, Adriana Belletti!

"University of Siena, 2IUSS Pavia

Background. Determining the Age of Acquisition (AoA) of complex morphosyntactic constructions (Guasti
2017) is fundamental not only from a classic psycholinguistic perspective but also for assessing the training
regimens and performances of Large Language Models (Charpentier et al. 2025). A novel approach for
assessing the Stage of Acquisition (SoA)—a useful proxy for accounting for linguistically non-significant
individual variability in AoA—is the 'Growing Tree' model (Friedmann, Belletti, & Rizzi, 2021). The idea that
grammatical competence develops in (discrete) stages, 'from bottom to top' following the functional spine
above the lexical predicate, has been proposed to account for the order in which L1 children master different
complex syntactic constructions at specific SoA. Three clear-cut stages have been identified so far. In the first
stage, children produce structures involving vP and IP. The second stage comprises structures involving the
first portion of the Left Periphery (LP), up to the Q/Foc head (Rizzi & Bocci, 2017). In the third stage, the
syntactic tree becomes fully accessible, with the availability of the highest portion of the LP, up to the ForceP.
Studies in Hebrew (Friedmann & Reznick, 2021) and ltalian (Casadei, 2023) support this acquisition model.

However, there is no study yet examining the syntactic acquisition order in English L1 children. This work aims
to fill this gap by adopting an automated system—a rule-based syntactic structure identifier—specifically

developed for this investigation, targeting the Growing Tree's structural predictions.

Method. We used longitudinal naturalistic speech from five children taken from two CHILDES corpora—Brown
(1973) and MacWhinney (1991)—as dataset (940,873 tokens in the original corpus, 494,352 tokens after
cleaning). Data were analyzed in two phases: 1) pre-processing and 2) structure identification. In the pre-
processing phase, we used RegEx to extract the necessary information, remove noise, and store the data into
a dataframe before inspecting the structure. In the structure identification phase, we parsed and inspected the
structure using predefined rules. The identifier relies mainly on the constituency parse tree and Part of Speech
(PoS) tagging. Thus, we used spaCy and integrated Benepar for the parsing process. With multilabel
identification, one or more structures can be assigned to a given sentence. Additionally, since the system also
detects the presence of non-standard question production, we observed the question formation patterns

between standard and non-standard forms. Each rule is duly assessed for accuracy, both precision and recall.

Finding. With 77.5% subset accuracy and a 2.4% Hamming loss, the results showed that the children's
syntactic acquisition pattern aligns with the acquisition model proposed by the Growing Tree approach, yielding
a Guttman scale. Children who produced sentences with structures reflecting lower CP projections also
produced those reflecting vP/IP, and those who produced sentences with structures reflecting higher CP
projections also produced those reflecting lower CP and vP/IP projections. The result also showed variability
in the age of milestone, supporting the claim that age is not a reliable predictor (Friedmann & Reznick, 2021;
Friedmann, Belletti, & Rizzi, 2021). Furthermore, the question productions yielded intermittent result, indicating
that children do not always use the correct construction of questions consistently after acquiring it. This finding
aligns with Rowland (2000), who noted that the failure of applying grammatical rules governing question

formation in children occurs at the same time as they produce correct forms of questions.
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Figures. The order of production frequency of various structures in the five children’s longitudinal data. Grey-

colored cells indicate no data recorded at the corresponding ages.
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Shared syntax in bilingual humans and cognitive models:

Code-switching increases cross-language structural priming

Yung Han Khoe'?, Gerrit-Jan Kootstra®!, Stefan L. Frank!, Rob Schoonen’, Edith Kaan3
'Radboud University; 2University of Birmingham; 3University of Florida
y.h.khoe@bham.ac.uk

Background: After hearing a grammatical structure in one language, bilinguals become more likely to
produce that structure in their other language. Such cross-language structural priming is commonly
interpreted as evidence for shared syntax in bilinguals [1,2]. However, bilinguals switch languages not only
between but also within sentences, unlike the script of typical cross-language structural priming experiments
[3]. We hypothesize that increased prediction error caused by a code-switch in the prime sentence increases
implicit learning of shared syntax, leading to stronger cross-language priming. We test for this effect in an
implicit learning model of priming [4] and in Spanish-English bilinguals.
Method: We conducted four simulated structural priming experiments, using instances of the Spanish-
English Bilingual Dual-path model [5], which was previously used to simulate both code-switching [5] and
cross-language structural priming [6]. Following [6], we trained model instances on artificial versions of
Spanish and English, to be used as simulated participants. In a structural priming experiment, these
simulated participants were presented with Spanish active or passive primes before producing English
transitives. The primes either had an English (code-switched) determiner and noun (Examples a and b) or
noun only (Examples c and d), or were entirely in Spanish (non-code-switched control). Code-switches
occurred at the beginning (Examples a and c) or the end (Examples b and d) of sentences.

(a) “the boy empuja el juguete”

(b) “el nino empuja the toy”

(c) “el boy empuija el juguete”

(d) “el nino empuja el toy”
We also tested for the interaction between code-switching and prime structure in 190 Spanish-English
bilinguals in the US. In a pre-registered online experiment, participants wrote 60 English picture descriptions
after hearing active or passive primes that were entirely Spanish or code-switched.
Results: In the model simulations, structural priming was increased compared to entirely Spanish primes
only with a code-switched determiner and noun at the beginning (Example a), as evidenced by a weak but
significant positive interaction between code-switch condition and priming (8 = 0.18, p < 0.001) in our mixed
effects analysis and visualized in Fig. 1 (left). We therefore only used code-switched primes of type (a) in our
follow-up experiment with human participants. As predicted by the model, the experiment revealed that
structural priming in participants was stronger after code-switched compared to entirely Spanish primes as
evidenced by a significant positive interaction between code-switch condition and priming (8 = 0.15, p =
0.002) in the mixed effects analysis and visualized in Fig. 1 (right).
Discussion: Together, these results suggest that processing code-switches in a prime sentence can result in
increased prediction error, which in turn can lead to increased implicit learning of shared syntactic
representations, resulting in stronger cross-language structural priming. These results also demonstrate that

the Bilingual Dual-path model can be used to predict novel psycholinguistic effects in human participants.
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Fig. 1: Results from the simulated experiment (left half) and behavioral experiment (right half) with code-

switched determiner and noun at beginning of prime sentence (left panels), see Example (a), compared to
non-code-switched control primes (right panels). The thick black lines visualize the priming effect across all
analyzed trials by connecting the percentage of passive responses after active primes to the percentage of
passive responses after passive primes. The thin grey lines show the same for each individual (simulated)

participant.
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The Causal Role of Supplementary Motor Area (SMA) in Orthographic Retrieval During

Chinese Character Handwriting

Yichi ZHANG', Xufeng DUAN', Zhenguang CAl'
' The Chinese University of Hong Kong
yichizhang@ling.cuhk.edu.hk

In the digital age, the act of handwriting has become increasingly rare, leading to widespread difficulties
in recalling and writing characters for non-alphebetic speakers, a phenomenon known as “character
amnesia.“ Writing involves complex cognitive processes, including central processes such as orthographic
retrieval from long-term memory (LTM), phonology-orthography conversion (POC) and holding orthographic
information in the working memory, together with peripheral processes such as allographic/letter shape
selection and graphic-motor planning. While fMRI studies have suggested that the Supplementary Motor Area
(SMA) plays a role in motor sequence memory and motor planning during handwriting [1, 2], its involvement
in central processes like orthographic retrieval remains unclear. We therefore investigated the causal role of
SMA in orthographic retrieval during Chinese character handwriting.

We conducted a between-subject offline transcranial magnetic stimulation (TMS) experiment with 40
healthy adult native speakers of simplified Chinese. Using neuronavigation with coordinates from our previous
fMRI study [3], we applied inhibitory offline repetitive TMS (rTMS) to either SMA (experimental group) or the
vertex (control group). Each participant underwent two 20-minute rTMS sessions (1 Hz frequency, 1200 pulses
per session) organized in the following procedure: first rTMS session, followed by behavioral battery tasks
(character generation by pronunciation/radicals, character copying, and writing speed tests), then second
rTMS session, followed by the character dictation task. This structure allowed us to maintain the inhibitory
effect throughout the critical dictation task while ruling out confounding effects on peripheral processing and
POC route in central processing. The character dictation task assessed orthographic retrieval using 60
characters, which have an average amnesia rates with healthy adults of 32.8% in a previous study [4].

Participants wrote the 60 characters one by one according to a dictation prompt (e.g., £ &8kt "the character
#t in the word ¥+ &"); after the handwriting, they were shown the target character and reported whether they

had correctly written the target character, knew what character to write but could not write it, and incorrect
handwriting (see also Figure 2). We collected the handwriting latency (reflecting orthographic access),
handwriting duration (reflecting motor execution), and handwriting accuracy (reflecting orthographic retrieval
failure).

Linear mixed-effects models revealed a significant increase in orthographic retrieval failure in the SMA
stimulation group compared to controls (8 = 0.90, z = 3.03, p = .002). Importantly, handwriting latency and
duration remained unaffected, as did performance on other cognitive tasks, suggesting dissociable neural
circuits where retrieval may fail while successful execution proceeds normally. The selective impairment in
character dictation, without changes in timing measures, suggests that the SMA specifically contributes to
orthographic retrieval, independent of motor planning or execution

These findings demonstrate that the SMA plays a causal role as a critical neural substrate for orthographic
retrieval in Chinese handwriting, providing new insights into the neurocognitive mechanisms underlying written

language production in logographic writing systems.

133



<

<

SEBDE
2T

Cue sound *i OHBETH
500 ms Spoken phrase LR LS
Write BEILEAS
=
Within 90 sec 257

Target character
Within 1500 ms Report

Inter-trial interval
1000ms

e’ 5

Figure 1. The simulated electric field Figure 2. Schematic illustration of the trial structure. On the

for TMS targeting the SMA at “Write” screen, the instruction “Please press SPACE upon

Montreal Neurological Institute (MNI)  finishing writing” was presented; on the “Target character” screen,

coordinates x = -8,y = 14, z=54. The the target character was shown; on the “Report” screen,

color bar represents the electric field participants were asked to press a number on the number pad

strength scaled from 0 (blue) to the indicating whether their handwriting was accurate (i.e., 0) or not

maximum (red). (1 or 2 depending on the reason for the inaccuracy; see the text
for more details)

*%

Q ns ns
w© 0.6
o 3000 | [ 3000 | [
O ) m
3 .4 £ E
c - >.2000 < 2000
E — 15} (@]
< c 2
5 g S
5 02 % 1000 3 1000
©
=
Ooo0 0 0
Control SMA Control SMA Control SMA
Stimulation Stimulation Stimulation
Figure 3. Accuracy rate, latency and duration as a function of stimulation group
References

[1] Planton, S., Jucla, M., Roux, F. E., & Démonet, J. F. (2013). The “handwriting brain”: a meta-analysis of
neuroimaging studies of motor versus orthographic processes. Cortex, 49(10), 2772-2787.

[2] Purcell, J. J., Turkeltaub, P. E., Eden, G. F., & Rapp, B. (2011). Examining the central and peripheral processes
of written word production through meta-analysis. Frontiers in psychology, 2, 239.

[3] Duan, X. (2024). The Neural Basis of Decline in Written Production: Evidence from Chinese Handwriting. The
annual meeting of Society for the Neurobiology of Language (SNL). Oral presentation. Brisbane, Australia.

[4] Wang, R., Huang, S., Zhou, Y., & Cai, Z. G. (2020). Chinese character handwriting: A large-scale behavioral
study and a database. Behavior Research Methods, 52, 82-96.

134



Emergence of suffixing bias: Affixation patterns in L1 and sequence processing by

statistical learning mechanisms

Mikhail Ordin, Leona Polyanskaya
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Background: The suffixing bias (the tendency to use suffixes more often than prefixes for grammatical
meanings) in world languages is a typological bias [1-3]. The number of strongly suffixing languages is 4.5
times larger than the number of strongly prefixing languages [4]. This typological bias recapitulates in
morphology a strong skew towards right-hand branching observed in syntax [5]. The origin of this typological
bias is not clear. Among multiple theories, we focussed on the existence of cognitive bias that could explain
the emergence of a typological bias: general cognitive mechanisms shape languages to be more easily
processed by available cognitive machinery. Alternatively, the typological bias may be language-specific.
Method: We used statistical learning (SL) experiments to compare processing of suffixed and prefixed
sequences on linguistic and non-linguistic material. SL is an evolutionary-ancient ability that was recycled for
speech processing, but it is shared by taxonomically different species that do not have linguistic faculties [6-
7], and is engaged for non-linguistic purposes by humans [8-9]. At the same time, SL is associated with
syntactic and morphological processing [10]. We expected to observe a suffixing bias (the tendency to
segment and memorize sequences with variable endings more easily than sequences with variable
beginnings) in an artificial language learning paradigm, which would reveal a cognitive suffixing bias. The
nonsense words embedded into a continuous stream were two-syllabic, and the sequences were tri-syllabic
(the third syllable was added either at the beginning — prefix-modelling — or at the end — suffix-modelling — of
the fixed bi-syllabic sequence (3 “prefixes and 3 “suffixes” were used). The recurrent sequences were
concatenated into a continuous stream that participants had to listen to. After exposure, participants (1)
listened to a legal prefixed sequence and legal suffixed sequence, and had to choose which one stem from
the language (both answers are correct, and the choice shows the preference); (2) listened to a sequence
with a prefix, suffix, no affix, or foil (random concatenation of the same syllables in the order, in which they
never occurred consecutively during exposure) and to say if it is a word from the language or not. Also, the
same paradigm was used with non-language stimuli, when non-verbalizable noises were used instead of
syllables following the same transitional probabilities as in linguistic stimuli. The experiment was run with
Basque speakers who are familiar both with inflectional prefixes and suffixes in their native language) and
monolingual Spanish speakers (familiar only with inflectional suffixes) [11].

Results: No cognitive bias was observed. On non-linguistic material, suffixed and prefixed sequences of
noises are learnt equally well (or badly), and when prefixed and suffixed sequences are paired, no
preference was observed (suffixed sequences are chosen as frequently as prefixed). On linguistic material,
the behaviour of the participants is determined by the morphology of the native language: Spanish
monolinguals sow clear suffixing preference and learn suffixed sequences better than prefixed. Basque
participants show no preference and no learning bias.

Discussion: No cognitive bias — at least in the SL ability — was observed to account for the emergency of
the typological bias. Rather, it seems like the typological properties of the native language may influence

doamin-general cognitive mechanisms.
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Does prediction require executive resources?
Leigh B. Fernandez', Muzna Shezad?, & Lauren V. Hadley?
'University of Kaiserslautern Landau; 2 Hearing Sciences-Scottish Section, University of Nottingham

Corresponding author: leigh.fernandez@rptu.de

Prediction is the preactivation of information before it is directly encountered, and is an important theoretical
framework for understanding how the brain processes information. It has been relatively well established
that monolinguals actively make use of multiple sources of information to predict upcoming linguistic
information before they encounter it. However, there are still several aspects of prediction that are not well
understood. One key question focuses on whether prediction is necessary to understand language. While
some current frameworks argue that this is the case', others argue that while prediction is useful, it is by no
means a requirement?. A key distinction between these views stems from the proposed contribution of
executive resources during prediction, with only the latter inferring their involvement?.

Compelling evidence that prediction requires investment of executive resources comes from reduced
prediction in groups of speakers with fewer available executive resources?. However, these groups (e.g., L2,
children, and older adults) also often differ in linguistic experience®, which has been proposed as an
alternative basis of such prediction differences. The current study investigates how prediction is affected by
executive resource availability when linguistic experience is matched, by investigating older adults with
normal hearing (PwNH) vs older adults with hearing loss (PwHL), as well as within these participants through
a memory load manipulation. PwNH and PwHL should have similar linguistic experience, but PwHL are
faced with degraded auditory signals leading to a greater reliance on the cognitive system to extract
meaning* and thus potentially reduced executive resources available for prediction®.

30 PWNH (Mage=65.63) and 41 PwHL (Mage=71.27), matched in working memory, participated in a
VWP study with semantically predictable and unpredictable sentences (see Table 1). The experiment
featured two conditions: listening alone (no load) and listening while concurrently retaining a three-item
visuo-spatial memory load (load). To investigate prediction, we compared looks to the target (suit) vs. a
distractor (tree) while listening to The tailor trimmed the suit. Using divergence point analysis, we found that
the timing in PwNH was later in the load relative to the no load condition (263.38ms [CI:180,340]). Timing in
PwHL did not differ between the load and no load condition (47.34ms [CI:-180,120]). Additionally, the PwHL
were reliably later in the no load condition relative to the PwNH (123.99 [CI:20,220]), but not in the load
condition (-183.44 [CI:-280,100]). There were no differences in the unpredictable items. See Figure 1.

Overall, predictions were delayed for PwHL in the no load condition compared to PwNH. However,
while PwNH were impaired by load, PwHL showed no such detriment. Specifically, for PwNH, the addition of
load delays prediction such that PwNH behave similarly to PwHL. No differences emerged in the
unpredictable items. This suggests that both hearing loss and cognitive load impact prediction specifically,
which supports literature that prediction requires executive resources®, and that taxing those resources (be
they from more demanding listening or with an additional tasks) delays prediction mechanisms. It is unclear
why the PwHL did not show an impact of load, but this may reflect a cognitive bottle neck, or perhaps a
resiliency to cognitively demanding tasks (due to the greater experience of listening being challenging).
Uncovering the cognitive architecture of linguistic prediction is an imperative step in forming precise theories

of prediction and will provide a greater theoretical understanding of human intelligence and learning.
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Table 1: Example stimuli

Condition

Example sentence

Corresponding visual array’

Predictable

The tailor trimmed the suit.

Unpredictable The guardian sells the suit.

Predictable

0.4
c 03

Re]

02 H H
g T
go,1

c

204

%

i 03

o
-

0 500 1000 15000
Time (ms)

500 1000 1500

Image
Suit
- Tree =06

Image
Suit
~ Tree

o
[N
=

S QS O
S

&

Time (m

D O 0 0 D00
S O 0 O S O O 9
&S ES SES S

< %0p

Figure 1. Divergence point and 95% confidence intervals superimposed on the fixation proportion of looks to
the predictable items (left) and unpredictable items (right) across load and participant group.
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Extraction out of wh-clauses depends on the construction: evidence from French
Anne Abeillé, Emma Kious, Laboratoire de Linguistique Formelle, Université Paris Cité

Theories about locality (« island ») constraints come in three main varieties : for syntactic approaches, they
are universal constraints, applying to all long distance dependencies (LDD) alike ; for processing approaches,
they come from processing overload (Kluender & Kutas 1993) or low-frequency structures (Dabrowska 2008,
Liu et al. 2021) ; for discourse-base approaches, they are backgrounded constituents out of which extraction
is infelicitous (« backgrounded constituents are islands » BCI, Goldberg 2006, 2013).

A series of experiments have shown a systematic difference between LDDs for a variety of languages: while wh-
questions show island effects for (finite) adjunct clauses and (finite) wh-clauses in Norwegian, relative clauses
(RCs) and topicalizations do not (Kush et al. 2017, 2019, Kobzeva et al. 2022) ; in English, adjunct-if clauses
show a penalty (compared to complement that-clauses) with wh-questions, but not with RCs (Sprouse et al.
2016, Nyvad et al. 2022); wh-questions and it-clefts show island effects for (nominal) subjects, compared to
objects, in French and English, but RCs do not (Abeillé et al. 2020, Winckel et al 2024). This has led to a new
discourse-based theory, building on the discourse function of the construction: « it is infelicitous to extract out
of a backgrounded constituent with a focalizing LDD » (Focus Background Conflict (FBC) constraint: Abeillé et
al. 2020, Winckel et al. 2024). If wh-questions and it-clefts are focalizing constructions (the extracted element
is an information or contrastive focus), RCs and topicalizations are not (the extracted element is a topic).

We aim to test this theory on wh-clauses, which have been claimed to be weak islands (Kluender 1998, Sz-
abolcsi, 2006), i.e. to allow for extracting complements but not adjuncts. For French, Godard (1988) claimed
only finite wh-clauses to be islands, not infinitival ones (1). In a Google search, we found attested examples of
relativizing out a non-finite wh-complement (2), but no examples of wh-questions.

In two on-line experiments, we tested (object) extraction out of non-finite wh-clauses, compared to infinitival
complements of the same verbs. In Exp.1, we tested RCs (3), in Exp.2, wh-questions (4). Each has a 2x2
design: +wh, textraction. The -extraction conditions were paraphrases with clausal coordinations in Exp.1,
and yes/no questions in Exp.2. We chose d-linked wh-questions (quel ‘which’+noun) and not bare ones, to
make them closer to RCs (which also have a head noun). Each experiment had 16 items with comprehension
questions, 16 fillers and 12 grammaticality controls. Both were acceptability judgment tasks on a 1-10 scale
(IbexFarm). For Exp.1, we used data from 89 native French speakers from the RISC and social media, and
data from 35 native French speakers from Prolific for Exp.2. The predictions of most syntactic theories are a
penalty for extraction out wh-clauses, in both experiments, and the same holds for processing-based theories
(since wh-clauses are less frequent than infinitival complements) and for the BCI, assuming wh-clauses are
more backgrounded than non-wh ones, while the FBC predicts a penalty for Exp.2 only.

Exp.1 shows a preference for extraction and for -wh-complements, with no interaction (Fig.1, 0€Cl). Relativizing
out of a +wh-clause rated much higher (6.13) than ungrammatical controls (2.75). In Exp.2, -wh-complements
were also rated higher than wh-clauses: ordinal logistic Bayesian regression models show a robust interaction
(6=3.15, Cl=[2.2;4.1], P(5>0)=1) with a superadditive penalty for wh-questions out of a wh-clause.

These results contradict previous claims about non-finite wh-clauses (Godard 1988). They are predicted by the
FBC : no wh-penalty with RCs and a penalty only with wh-questions. They are not compatible with frequency-
based theories, nor the BCI. They are also compatible with Rizzi (1990)’s relativized minimality: the LDD is

blocked if the filler crosses a barrier with similar syntactic features: a +rel filler may move out of a wh-clause
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in a RC construction, but not a +wh filler out of a wh-clause in a wh-question. We conclude that in French,

extraction out of (non finite) wh-clauses depends on the LDD and can be acceptable with a relative clause, as

with Norwegian (finite) wh-clauses (Kobzeva et al. 2022).
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Figure 1: Mean ratings of Experiments 1 and 2

Un enfant que je ne sais pas a qui confier/*je confierai. (Godard 1988)
‘A child that | don’t know to whom to.give /* | would.give’
Voila un curieux insecte que je ne sais ou placer. (insecte.org, nov. 2016) ‘This a curious bug that | don’t
know where to put’
Vous avez abordé la réponse a une question que je ne sais pas comment poser (Citemusique-marseille.com,
may 2013) ‘You have adressed the answer to a question that | don’t know how to raise’
Experiment 1 (16 items, 89 participants)
-wh,+extr : Mon frére a trouvé un appartement que je lui dis de rénover.
‘My brother has found a flat that | tell him to renovate’
+wh,+extr : Mon frére a trouvé un appartement que je lui dis comment rénover.
‘My brother has found a flat that | tell him how to renovate’
-wh,-extr : Mon frére a trouvé un appartement et je lui dis de le rénover.
‘My brother has found a flat and I tell him to renovate it’
+wh,-extr : Mon frére a trouvé un appartement et je lui dis comment le rénover.
‘My brother has found a flat and | tell him how to renovate it’
Experiment 2 (16 items, 35 participants)
-wh,+extr : Quel appartement lui as-tu dit de rénover ?
‘Which flat did you tell him to renovate?’
+wh,+extr : Quel appartement lui as-tu dit comment rénover ?
‘Which flat did you tell him how to renovate?’
-wh,-extr : Lui as-tu dit de rénover I'appartement ?
‘Did you tell him to renovate the flat?’
+wh,-extr : Lui as-tu dit comment rénover I'appartement ?

‘Did you tell him how to renovate the flat?’
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Novel word learning over different time scales: A comparison of paired-associate and cross-situational
paradigms
Anne Neveu'!, Emma Libersky', Margarita Kaushanskaya?
" Kean University; 2University of Wisconsin — Madison
aneveu@kean.edu

Word learning can take place through non-ambiguous word-referent pairings, as in paired-associate
word learning (PAL), or in ambiguous contexts, as in cross-situational word learning (CSWL). Little is known
about retention of novel words beyond immediate testing in PAL, and even less so in CSWL. Moreover, work
in PAL has drawn on Baddeley’s working memory model but the role of phonological working memory in
supporting CSWL remains unclear.

We assigned 378 adult participants to PAL or CSWL and tested retention either immediately, after a
6-minute delay or a 24-hour delay. In both the PAL and the CSWL conditions, participants were taught twelve
novel word-object pairings. In the PAL condition, participants viewed a single object and heard its name on
each trial. In the CSWL condition, participants viewed two objects on each trial and heard them labeled in a
random order. Participants then advanced to the same four-alternative forced choice recognition task. We
examined the role of learning condition (PAL vs. CSWL), delay (immediate vs. 6-minute delay — Exp. 1; and
immediate vs. 24-hour delay — Exp 2), and phonological working memory (measured with a backward digit-
span task) in learning performance.

Experiment 1 results showed no difference in performance at immediate and 6-minute delayed
testing, and better performance in PAL than in CSWL. Backward digit-span performance positively
associated with word learning performance, over and above word learning paradigm and testing session,
suggesting that phonological working memory plays a similar role in supporting word learning in PAL and in
CSWL, at immediate and delayed testing.

Experiment 2 results indicate better performance in PAL than CSWL and at immediate than at 24-
hour delayed testing. Moreover, there was a sharper drop in performance with the 24-hour delay testing in
PAL than in CSWL. Phonological working memory tended to be positively associated with learning. Better
phonological working memory was more robustly associated with higher performance at delayed testing in
CSWL than in PAL suggesting that phonological working memory capacity may be especially critical to
support longer-term retention in the more demanding CSWL paradigm.

These results indicate that word learning can take place in a non-ambiguous context, akin to a
classroom, or in a more ambiguous immersion context. Our study shows that while we retain a higher
proportion of new words when learning in a non-ambiguous context, memory for words learned in a more
ambiguous context decays at a slower pace over time. Practically, this suggests that the two types of

learning complement each other in supporting the learning of new vocabulary.
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Figure 1
Probability of learning novel words as a function of word learning paradigm and timing condition, with

standard error bars at immediate, 6-minute delay (Experiment 1) and 24-hour delay (Experiment 2).
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The processing costs of generic and specific singular they: A self-paced reading study

Dominic Schmitz
English Language and Linguistics, Heinrich Heine University Dusseldorf, Germany

dominic.schmitz@uni-duesseldorf.de

Background: The present study investigates the online processing of he, she, generic definite (GD) and
specific ungendered (SU) singular they [cf. 1] by speakers of British English. Following the study by [2], it aims
to show whether almost thirty years of language use lead to a change in the processing of singular they. That
is, does GD they still come with shorter reading times than a stereotypically mismatched he or she, and does
SU they still show the opposite effect?
Method: A self-paced reading task was conducted, following the design of [2]. Eighty native speakers of
British English (mean age: 39 years, range 18-84) were recruited via Prolific. Their task was reading sentences
consisting of three clauses, where each clause was given on a separate slide and disappeared when proceeded
to the next (see Example 1 and Figure 1).
1. A/ The magician has to perform flawlessly,

even if PRONOUN may be nervous,

because illusions rely on confidence and precision.
The first clause contained a stereotypically male or female role noun (bold in Example 1) based on the stereotyp-
icality data from [3]. The introduced referent was either generic definite (the sentence started with an indefinite
article) or specific ungendered (the sentence started with a definite article). The second clause contained one
of the pronouns under investigation (he, she, they) referring to the referent. The third clause justified the claim
made by the first two clauses. For each sentence, participants were asked whether they agreed with its state-
ment to ensure parsing of the content. After the task, participants were asked their preferred pronouns as a
more relevant alternative control variable for gender, as genders and pronouns do not show a one-to-one corre-
spondence. Participants’ response is henceforth used to differentiate between participant types: HE and SHE
participants. Reading time data normalised by number of syllables for the second clause were analysed in linear
mixed-effects models following standard procedures [4], including variables such as pronoun, stereotypicality,
participant type, and age group.
Results: With stereotypically male generic definite referents, the reading times of they are significantly longer
than those of he, but not different to those of she. Figure 2 illustrates these findings. With stereotypically
female generic definite referents, no differences between the pronouns were found. With specific ungendered
referents, an effect of pronoun does not emerge.
Discussion: The present results indicate two main findings. First, the two types of singular they are processed
differently. Second, for GD they, an influence of participant stereotypicality is found. In sum, it appears that the
processing of GD they remains influenced by stereotypicality, whereas the processing of SU they does not.

This finding indicates that SU they became more accepted over time, suggesting a change in its processing.
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A magician has to perform flawlessly, == even if PRONOUN may be nervous, =3 | because illusions rely on confidence and precision.

Figure 1: Trial structure: With each key press, the next clause of a trial appears.
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Figure 2: Effect of pronoun and stereotypicality (columns) on reading times for generic definite referents.
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The success of Neural Language Models on syntactic island effects is not universal: strong

wh-island sensitivity in English but not in Dutch
Michelle Suijkerbuijk, Naomi Shapiro, Peter de Swart, and Stefan Frank

Centre for Language Studies, Radboud University

Background: A much-debated question in linguistics is how humans acquire grammatical knowledge: are we
born with a language-specific learning capacity, or can we learn language from input alone? The recent
introduction of neural language models (NLMs) is greatly influencing this debate. NLMs learn solely from their
input in combination with their inductive biases, and thus without any built-in linguistic representations. If these
networks can learn specific grammatical phenomena similarly to humans, this suggests that these phenomena
can, in principle, be learned based on input alone. Recent research has looked at the learnability of one of the
most studied phenomena in experimental syntax, syntactic island effects (see example in Table 1), to
investigate whether NLMs are sensitive to island violations (e.g., [1]). Syntactic islands are an ideal test bed
because they rarely occur in training data and NLMs do not have built-in linguistic knowledge to fall back on.
Research has mostly shown successful results: NLMs seem able to model island effects in English. Yet, the
behaviors or NLMs are almost never compared to human data and are almost exclusively researched in
English. This makes it difficult to claim that NLMs can model island effects in ways that are comparable to
humans. The present study addresses these gaps by incorporating data from human experiments and by

looking beyond English.

Method: We make two important improvements on earlier work. First, we present an NLM and human
participants with the same sentences (Table 1).1 By collecting both model-assigned sentence probabilities and
participant acceptability judgments, we directly compare whether the model represents island sensitivity
similarly to humans. Second, we take this approach beyond English and compare NLM and human behavior
in both English and Dutch, since the languages, though related, differ in their word order (SVO vs. SOV).
Moreover, we are currently running similar experiments in Turkish, a language that is more morphologically
complex than English and Dutch and has a flexible word order (we expect to have these results at the

conference).

Results: The results for English and Dutch are shown in Figure 1. Figure 1 (top two plots) shows that the
strong wh-island sensitivity of NLMs in English is replicated and that this sensitivity is comparable to that of
English participants: the NLM and the participants show the same patterns in their results. The same cannot
be said for Dutch, however (bottom two plots of Figure 1). While the Dutch participants showed a strong
sensitivity to wh-island violations, with patterns comparable to English participants, the sensitivity of the Dutch

model was not statistically significant (although in the right direction).

Conclusion: NLMs are not successful in all languages (yet) (e.g., Dutch), so more cross-linguistic research is

necessary before NLMs can be claimed to bear on the human capacity for grammar learning.

1 We trained one Long Short-Term Memory network with one recurrent layer per language. The Dutch model
was trained on 8,940,314 sentences from the NLCOW corpus (vocabulary: 20,194 tokens) and the English
model on 10,904,314 sentences from the ENCOW corpus (vocabulary: 21,004 tokens), consisting of individual
sentences collected from the World Wide Web.
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Table 1. Example sentences used in the Dutch (NL) and English (EN) experiments, crossing the factors
PRESENCE OF GAP (‘cookies’vs. _ (a gap); indicated in orange), PRESENCE OF FILLER (‘that’ vs. ‘what’; indicated
in blue) in non-islands and wh-islands (indicated in red between curly brackets).

Filler? Example sentence in non-island and wh-island configuration
No NL |k weet dat jij {denkt dat/betwijfelt of} de bakker maakt in de bakkerij.
I know that you {think that/doubt if} the baker cookies makes in the bakery
EN | know that you {think that/doubt whether} the baker makes in the bakery.
Yes NL  *lk weet wat jij {denkt dat/betwijfelt of} de bakker maakt in de bakkerij.
I know what you {think that/doubt if} the baker cookies makes in the bakery
EN  *] know what you {think that/doubt whether} the baker makes in the bakery.
No NL  *lk weet dat jij {denkt dat/betwiffelt of} de bakker maakt in de bakkerij.
I know that you {think that/doubt if} the baker GAP makes in the bakery
EN  *] know that you {think that/doubt whether} the baker makes in the bakery.
Yes NL |k weet wat jij {denkt dat/*betwijfelt of} de bakker maakt in de bakkeri.

EN

I know what you {think that/doubt if} the baker GAP makes in the bakery
| know what you {think that/*doubt whether} the baker makes in the bakery.

Note. The Dutch and English sentences only differ in the object-verb order in the embedded sentence (koekjes
maakt vs. ‘makes cookies’).

Figure 1. Mean standardized acceptability judgements (right plot) and mean Syntactic Log-Odds Ratio value
(i.e., average, frequency- and length-corrected surprisal; left plot) for every combination of PRESENCE OF GAP
and PRESENCE OF FILLER within non-islands (top and bottom left) and wh-islands (top and bottom right) for
English (top plots) and Dutch (bottom plots). Error bars represent 95% confidence intervals.
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Background: Effective dialogue relies on the seamless coordination of speech planning and
comprehension, facilitating rapid turn-taking in conversation. Previous research has shown that Dutch
utterances that require a response tend to have a decreasing entropy pattern [1], meaning that the
uncertainty in upcoming words decreases as the utterance progresses. For next-turn speakers, lower
entropy near the end of an utterance may reduce cognitive demands on comprehension, allowing more
resources for speech planning.

Method: In this study, we investigated whether and how the degree of entropy decrease in utterances affects
concurrent speech planning. Using a subset of utterances from casual Dutch face-to-face conversations [2,
3, 4], we examined whether comprehending utterances with more pronounced entropy decrease (MPED)
versus less pronounced entropy decrease (LPED) affected concurrent speech planning of unrelated
sentences. Participants planned sentences (e.g., De man hoort dat de vrouw klapt. [The man hears that the
woman claps.]) based on two pictures and two verbs that appeared on the screen [5] while they listened to
utterances (for the trial sequence see Figure 1). They held their response until the comprehension utterance
ended and a response cue appeared on the screen, and then produced the sentence as quickly as possible.
We included comprehension questions to measure attention to comprehension.

Results: Our results indicated that participants exhibited shorter speech onset latencies and produced fewer
errors in the MPED condition compared to the LPED condition (for the speech onset latency results see
Figure 2A), suggesting that a more predictable linguistic structure facilitated speech planning. Additionally,
participants responded faster to the comprehension questions in the MPED condition than in the LPED
condition (Figure 2B).

Discussion: These findings support the hypothesis that entropy reduction facilitates conversational turn-
taking by optimizing resource allocation between comprehension and planning. Our study provides insights

into how linguistic strategies naturally employed by speakers may contribute to communicative efficiency.
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Figure 1. Trial sequence of the experiment.
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classifiers in Cantonese and Mandarin
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Background: Producing appropriate sortal classifiers in Chinese languages is challenging for heritage
bilinguals, who tend to overuse the general classifier [1, 2, 3] rather than semantically appropriate classifiers.
However, research on bilingual classifier comprehension is scarce, and scarcer still for online processing.
Furthermore, there has been no systematic research examining whether variation in classifier grammar [4]
and usage [5, 6] in different Chinese languages like Cantonese and Mandarin impacts bilingual acquisition.
Research questions: 1) How does classifier usage affect processing and acceptability ratings for heritage
Chinese-English bilinguals, and 2) do different Chinese languages and participant individual difference
factors modulate classifier processing and acceptability ratings?

Method: Using self-paced listening and acceptability ratings, we studied processing of classifiers by
Cantonese- (N = 44) and Mandarin-heritage bilinguals (N = 25) in Canada. In the critical segment,
participants were presented with either matching, mismatching, or the general classifier followed by nouns.
To measure language proficiency, we administered a sentence repetition task in Cantonese/Mandarin. We
also used the LEAP-Q [7] to collect information on language experience factors.

Results: To address RQ #1, we first ran linear mixed-effects models with the output variable of either
reaction time at the critical segment or acceptability rating and the fixed effect being classifier condition.
Random effects were participant and item. Linear mixed-effects models showed that mismatching classifiers
were processed slowest (mismatch-match: p=.002; mismatch-general: p=.032) and rated worst (mismatch-
match: p<.001; mismatch-general: p<.001). There were no processing differences between matching and
general classifiers (p=.665).

Individual differences were added as additional fixed effects in linear mixed-effect models to answer RQ #2.
Processing was modulated by an interaction between Chinese proficiency and exposure to Chinese from
friends (Figure 1), where participants with greater Chinese proficiency were much faster in processing the
critical segment if they had more exposure to Chinese-speaking friends. Chinese proficiency interacted with
exposure to English from family (Figure 2): participants with the lowest amount of Chinese proficiency were
slower at processing classifiers if they were exposed to more English at home, but higher Chinese
proficiency coupled with more English exposure at home led to faster processing.

With acceptability ratings, language-specific effects emerged—only Cantonese-heritage bilinguals rated
general classifiers worse than matching classifiers (p=.001) while Mandarin-heritage bilinguals rated general
classifiers as being as acceptable as matching classifiers (p=.960) (Figure 3).

Discussion: Due to the heterogeneous linguistic experiences of these heritage bilinguals in our study, we
found that processing of classifiers was influenced by language experience factors as well as proficiency in
Chinese. The general classifier was processed similarly to matching classifiers, lending some insight into
why the general classifier is overproduced [1, 2, 3]. However, differential rates of acceptability between the

two languages may be attributable to Cantonese classifiers being more frequently used than Mandarin ones.
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Sortal classifiers are matched with specific noun classes based on properties such as shape, natural kind,

and function. The semantically correct classifier for (1a) is zek in Cantonese and zhi in Mandarin, which is

reserved for non-human animate entities, and for (1b) the classifier bun in Cantonese and ben in Mandarin,

which is reserved for books.

1. Cantonese

a.

a.

Jat/go
One/that

‘One/that dog’

Jat/go
One/that

zek gaau
CL dog
bun Syu
CL book

‘One/that book’
2. Mandarin

Yi/zhe
One/that

‘Onef/that dog’

Yi/zhe
Onel/this

zhi gou
CL dog
ben shu
CL book

‘One/this book’

Table 1. Classifiers that were tested in Cantonese and Mandarin, each with two semantically-matching

nouns.
Cantonese Mandarin
1. N(E/HEE) ‘bun’ — books 1. R(S/FE) ‘ben’ — books
2. [&R(FA/EE) ‘tiu’ — long objects 2. R(F/IHEF) ‘tiao’ — long objects
3. EEHLKF) ‘zek’ — animate, non-human | 3. E£(FEURK/F) ‘zhi’ — animate, non-human
4. ZE(KE/MZE)  ‘gaa’— machines 4. E§(CRE/BTTE)  ‘liang - vehicles
5. 1&(Z/18) ‘fuk’ — pictures/photos 5 WEER/EBR) ‘fu’ — pictures/photos
6. 1R(IARI/KEXE) ‘po’ - plants/trees 6. 1R(ARI/IKEZE) ‘ke’ - plantsi/trees
7. B(HEF ‘saau’ — poems/songs 7. B(H]EF) ‘shou’ — poems/songs
8. #EUIIR) ‘ba’ — tools 8. fE(JIIH@EL) ‘ba’ — tools
9. EE(W/KE) ‘z0’ — mountain/large building | 9. BE(LL/AZ) ‘zuo’ — mountain/large building
10. HRI(HE/AZ) ‘lap’ — small object 10. FICRADF) Ii" — small object
1. H(EIKE) ‘gin’ — clothing/situation 1. HFEBIRIK) ‘jian’ — clothing/situation
12. 5R(AR/E) ‘zoeng’ — paper/furniture 12. SR(A/=F) ‘zhang’ — paper/furniture
13. ®(FE/8/ZE) ‘zi'—long, rigid object 13. (A E/ZE) ‘zhi’ — long, rigid object
14. Ji(B}f8z/1B*)  ‘faai’ — cracker/soap 14. ZK(TE/E) ‘duo’ — flower/cloud
15. BR(EBF/E) ‘bou’ — movie/car 15. | (RIZE/D8) ‘pian’ — leaf/beach
16. E(BR/A) ‘gaau’ — blockish objects 16. R(FHE/=N) ‘gen’ — long, pointy object
17. BI(FHEE/E) ‘gaan’ — smaller building 17. IL(55/7h) ‘pi’ — horse/cloth
18. IR(R/E) ‘zaam’ — fragrance/wind 18. BH(KFR/EET) ‘tou’ — garlic/donkey
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Beyond Familiar Verbs: Czech-learning Children’s Comprehension of Noncanonical OVS
Word Order

Jolana Treichelova'?, Anna Chroma'?, Filip Smolik?
"Faculty of Arts, Charles University; ?Institute of Psychology, Czech Academy of Sciences

jolana.treichelova@ff.cuni.cz

Children acquiring different languages respond differently to canonical and non-canonical word
orders, depending on the cues for semantic-role interpretation such as word order and case marking. Some
researchers have argued that using familiar verbs may bias sentence interpretation, as children might rely on
verb-specific patterns rather than abstract syntactic knowledge (the verb island hypothesis) [1]. To control for
these effects, some studies on English and German have used novel verbs to investigate how children
assign thematic roles based on (morpho)syntactic cues alone, independent of lexical-semantic knowledge
[2-4]. In languages with case morphology like Czech, an effect of verb-specific knowledge might be less
expected if the role interpretation is driven by the case marker. However, this has never been studied before.

A prior study on Czech reported above-chance performance in OVS-structure comprehension in
children before the age of four but used only known verbs [5]. The present study uses prior Czech data with
familiar verbs [6] and compares them with novel-verb data obtained in a parallelly designed procedure.

The comprehension of OVS structures with known verbs [6] was tested among 30 children between
3;6 and 5;6 (mean = 51.5 months, SD = 4.8). In each trial, children were presented with two pictures showing
reversed agent—patient roles and a recorded sentence describing one of them. Children’s gaze was tracked
while listening, and they were asked to point at the corresponding picture afterwards. Each child saw the
same picture pair four times, with both SVO and OVS sentences for each of the pictures. There were eight
items (32 stimuli) in total. Mixed-effect models were fitted on the data: binomial models of SVO-pointing, and
linear models of SVO-looking proportion. The results supported findings from a previous study [5], showing
that children correctly interpreted the case marker in both SVO and OVS conditions. The post-hoc division of
the sample into a younger and an older group (by age-median split) revealed no striking change in
development: the difference between SVO and OVS condition was significant at all sentence segments from
the verb onwards in both groups (Figure 1). However, on the verb segment, the difference was much less
pronounced in the younger group which suggests that younger children process the case-marking slower.
Nevertheless, given the use of familiar verbs, the role of verb-specific expectations could not be excluded as
support for the general high performance.

To address this limitation, we are currently conducting a follow-up study using pictures of unfamiliar
transitive actions performed by familiar characters (see example in Figure 2), with sentence stimuli created
using novel verbs and familiar nouns (see example in Table 1). The design and procedure of the study are
otherwise the same as before. The study is planned to be carried out with Czech-speaking children aged 2;6
to 5;0 years.

We expect that children will correctly interpret both SVO and OVS sentences based on case
marking, even with novel verbs. However, OVS structures may be more demanding to process, resulting in
slower or less confident responses. This would reflect general processing difficulty rather than reliance on

verb-specific knowledge.
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Figure 2 Example of an
unfamiliar transitive action
performed by familiar
characters (mirror-reversed)

Condition Czech English translation
SVO Tu€hak teba vika. The penguin tebs the wolf.
Vlk teba tucnaka. The wolf tebs the penguin.
OVS Vlka teba tuhak. The penguin tebs the wolf.
Tucénaka teba vik. The wolf tebs the penguin.

Table 1 Example of one novel verb item across SVO and OVS conditions
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Word order and case marking in Czech

Czech is a language with flexible word order, where grammatical relations between sentence constituents
are primarily marked by case marking rather than word order. For example, the sentences “Pesnom honi
koCkuacc” and “Koc€kuacc honi pesnom” are interpreted identically as The dog chases the cat, because the noun
endings indicate which noun is the subject and which is the object, regardless of their position in the
sentence. In nouns, a single suffix can simultaneously encode gender, number, and case. Moreover, the
morphemes marking different case and number combinations can be homophonous across words; for
example, the suffix -a in the feminine noun “sova” (owl) marks nominative singular, while -a in the masculine
noun “kluka” (boy) marks accusative or genitive singular. Additionally, some case forms can be syncretic and
do not differ from each other — for example, in transitive sentences, the nominative and accusative forms

can be identical (e.g., “kufe” nom/acc).
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Background: Our language environment is rich in statistical structure. It is therefore natural to assume that
statistical learning (SL) —the ability to detect regularities in the environmental input—plays a role in
processing written text and supports efficient literacy skills. Small to moderate correlations between SL and
reading have been reported [1], but other studies reported null findings [2]. We propose that this link can be
better revealed by measuring individual sensitivity to orthographic regularities, a type of regularity more
directly relevant to literacy. We focused on bigram frequency as a specific orthographic regularity, since the
bigram processing was proposed as a key step toward whole-word processing [3]. The current study aimed
to clarify how sensitivity to bigram frequency in natural language and learning of novel bigrams (i.e.,
orthographic learning) relate to literacy outcomes in French, using reliable tasks.

Method: Sensitivity to bigram frequency was measured using a word-likeness task in which participants
chose between pseudoword pairs differing in bigram frequency. Orthographic learning was assessed using
an incidental exposure paradigm in which participants were introduced to four illegal French bigrams
embedded in consonant strings and then tested on recognition of new strings containing the trained bigrams.
Literacy skills were evaluated using standardized word spelling and reading tests (BOQS, [4]; ECLA 16+,
[5]), with transcription accuracy and read-aloud accuracy as key outcomes. Note that the read-aloud
accuracy is a ratio of total reading time over correctly read words (seconds) and thus negative correlations
between reading and the other measures are expected. Data from 113 French-speaking participants were

analyzed. Preprint of the study is available at https://osf.io/preprints/psyarxiv/6kf4u v1.

Results: Both sensitivity to bigram frequency and orthographic learning tasks showed moderate-to-high
split-half reliability (Table 1), yet they were not significantly correlated with each other (Figure 1). Crucially,
only spelling scores correlated significantly with these measures (Figure 1), while reading accuracy did not.
Discussion: Our findings suggest that reliable measures of orthographic SL predict individual differences in
spelling but not reading ability in French. This may reflect the greater demand for precise orthographic
representations in spelling than in reading, and is consistent with prior work linking orthographic learning to
spelling even in more transparent languages such as German [6]. In contrast, these results may not
generalize to languages like Arabic and Hebrew, where readers are more sensitive to letter positions. The
lack of correlation between the two orthographic SL tasks suggests that learning regularities from scratch in
an aritifical task does not reflect the same individual differences as sensitivity to regularities in one’s native
language. However, the fact that both measures relate to spelling underscores the complementary
contributions of artificial and naturalistic SL to literacy outcomes. Future work could further explore the
relation between SL and reading in a child sample where there might be more variability in reading skills, or

by including other reading components such as silent visual word recognition or text-level reading.
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Table 1.

Summary of results for the two orthographic SL tasks

Task measures Mean SD Split-half reliability
Sensitivity to bigram frequency (% accuracy) 63.86 8.36 r =0.60; 95CI (0.48; 0.70)
Orthographic learning (% accuracy) 71.62 12.36 r =0.84; 95CI (0.80; 0.88)
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Background: Predictive processing in language comprehension integrates cues across different levels [5,
6]. In Mandarin Chinese, classifiers must precede and agree (somewhat semantically) with their associated
nouns, which provide local morphosyntactic cues to upcoming nouns. While previous research [1] reported
N400 effects at the classifier position when it mismatched an upcoming predictable noun, suggesting an
effect of pre-activation of semantic features, other studies [2, 3, 4] found ERP primarily at the noun position
rather than at the classifier itself. We investigated how hierarchical prediction operates when global
contextual cues and local classifier cues provide conflicting information about an upcoming noun.

Method: We recorded EEG data from 50 native Mandarin speakers while they read 160 sentences word-by-
word (except the context and final part). Stimuli (see below) contained a high-constraint context (e.g.,
"woodcutter chop") followed by either an appropriate (ke) or inappropriate (feng) classifier for the expected
noun (“tree”), which was then followed by either the expected noun (“tree”) or an unexpected noun (“grass”).
This design has four conditions: (1) congruent classifier + expected noun, (2) congruent classifier +
unexpected noun, (3) incongruent classifier + expected noun, and (4) incongruent classifier + unexpected
noun. EEG data were preprocessed using EEGLAB (0.1Hz high-pass, 40Hz low-pass filters, ICA, & artifact
rejection) and analyzed with FieldTrip using cluster-based permutation test: 5000 permutations, whole
epoch, one-tailed for negative effects.

Example stimuli (Context: #fR{XHY 'The woodcutter chopped...")

Condition Det Classifier Noun Gloss (Classifier - Noun) Congruency (-/+)
1 X 1 (ké) MK (shumu) this CL:tree - tree +C +N

2 X 18 (ké) /INE (xidocdo) this CL:tree - grass +C -N

3 X f(féeng) WK (shamu) this CL:letter - tree -C +N

4 X it (feng) /INEE (xidocdo) this CL:letter - grass -C-N

(Note: The final part of the sentence, e.g., JE&EA 'very large', followed the noun)

Results: Figures 1-2 show grand average ERPs and topographical plots of the N400 effects. Unlike [1], we
found no significant effects at the classifier position. At the noun position, unexpected nouns elicited
significantly larger N400Os than expected nouns following both appropriate classifiers (p=0.0008, cluster: 297-
588ms) and inappropriate classifiers (p=0.0234, cluster: 268-451ms), with typical centro-parietal
distributions. Visual inspection suggested a potential reduction in N40O effect for inappropriate versus
appropriate classifier conditions; however, this interaction did not reach significance (p=0.0604, d=-0.11).

Discussion: Our findings reveal a prediction system where strong contextual cues remain effective despite
conflicting local morphosyntactic information [7, 8]. Under high contextual constraint, the comprehension
system prioritizes global contextual predictions over classifier-noun agreement—perhaps putting the cue
from the classifier ‘on-hold’. This aligns with predictive coding frameworks [6], where prediction errors are
weighted by precision, as well as noisy channel models [9], where conflicting cues may be treated as "noise"
when they contradict reliable contextual information. These results support a cue integration system [10]
where highly constraining context may contribute more to predictions than classifier information. However,
one caveat remains: the interaction results (p=0.6) may suggest that there is still an effect of local
morphosyntactic violations, where readers have to resolve the tension between the context cue and the cue
from the classifier.
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Figure 1. Grand average ERPs at noun position for electrode Cz (top) and Pz (bottom).
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Figure 2. Topographic distribution of N40O effects (unexpected minus expected noun) for two time windows.
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Background: Competing accounts exist on how compound nouns (e.g., Teekanne [teapot]) are lexically
stored and processed in speech production ([1] vs. [2]). Previous data from the continuous naming paradigm
with young adult speakers suggest a multiple-lemma representation of compounds, consisting of a
compound lemma that is directly linked to the compound’s constituents at the lemma level ([3])? Whether the
lexical representation of compounds changes with age is also a matter of debate. Older neurotypical
speakers are generally slower and have more word-finding difficulties than young speakers. Previous data
from the picture-word interference task with compound targets suggests stable lexical representations of
compounds with age (e.g., [4]). The current study aims to complement earlier findings and to replicate the
cumulative semantic effects in compound production.

Method: In the continuous picture naming task, members of different semantic categories, such as dog, fox,
horse, zebra, and donkey for the category ANIMALS are named in a seemingly random order, separated by 2
to 8 unrelated objects from other categories. Participants’ naming latencies increase with each additional
member of a semantic category, that is interference accumulates within categories. This cumulative semantic
interference reflects lexical-semantic processes in speech production ([5, 6]). The present study used the
continuous naming paradigm with noun-noun compound targets ([3]). Effects of healthy aging were assessed
in a group design with 32 participants each (young: M=27 years, SD = 4.59; Min. = 19, Max. = 39 years;
older: M=70 years, SD = 5.36, min. = 60, max. = 83 years). To test whether the constituents of compounds
are stored and retrieved separately, category membership was established through the compounds’ first
constituents, their modifiers, whereas the compounds (and their heads) were not categorically related (e.g.,

for the category animals: Hundeleine (dog lead), Fuchsbau (fox’s burrow), Pferdekutsche (horse-drawn

carriage), Zebrastreifen (zebra crossing), Eselsohr (dog-ear (in a book), lit. donkey’s ear)). In a control
condition, pictures depicting the compounds’ modifiers (e.g., dog, fox, horse, zebra, donkey) were presented
to assess whether the paradigm works.

Results: Separate linear-mixed effects models were used to assess age-related effects in simple-noun and
compound production. In line with our predictions, older speakers needed more time and produced more
picture-naming errors than young speakers. Furthermore, cumulative semantic interference was confirmed
for both age groups, both with simple nouns and with the first constituents of compound targets (for
compounds, see Figure 1).

Discussion: Our data suggest a multiple-lemma representation of noun-noun compounds in German,
replicating data from a previous study with young adult speakers ([3]). While the older participants were
generally slower than the young, no age-related effects were observed in the strength of cumulative
semantic interference, in line with stable lexical-semantic processes in the elderly ([4]).

Potential effects of the semantic transparency of compounds will also be presented.
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Figure 1: Mean picture-naming latencies in the continuous naming task with noun-noun compound
targets named by young vs. older healthy speakers (n=32, each; run 1). Ordinal position refers to

the sequence of the five category members.

Note: Cumulative semantic interference is significant in both age groups (nested linear mixed model: older
speakers: ordinal position-effect (linear): t = 2.205, p = 0.028; young speakers: ordinal position-effect (linear):
t=3.725, p < 0.001)
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The Scene Perception and Event Comprehension Theory (Loschky et al., 2020) posits that visual fixations
across a scene adapts according to back-end processing that connects information into a continuous event.
In case of comics, the continuity is guided by its spatial framework in the form of panel layout structure. Panel
layouts in comics provide aesthetic as well as cognitive functions. Prior studies on comics have suggested an
External Composition Structure (Cohn, 2018), and the placement of text influences reading order especially in
critical panel structures such as ‘Blocked’ and ‘Overlap’ (Kirtley et al., 2023). To explore further into how
different layouts contribute to visual information processing and their perceived complexities, an experiment
with 9 comic panels (Sources: Peanuts, Calvin & Hobbes) was devised. The comic strips (3 worded, 3
wordless, and 3 with only onomatopic and emotive expressions) were re-arranged into 6 panel types: ‘Grid’,
‘Blocked’, ‘Overlap’, ‘Horizontal’, ‘Separated’ and ‘Staggered’; giving a stimuli size of 54. This experiment
considers quantitative data such as fixation, saccadic movements, pupil sizes, and Response Times (RT) as
well as qualitative data that includes reader’s perceived levels of ‘Understandability’, ‘Enjoyability’, and
‘Navigational difficulties. The data was collected using E-Prime 3.0, Tobii Pro Fusion (250 Hz), and E-Prime

Extension for Tobii Pro 3.2.

100 respondents (77 male, 23 female) between age group of 18-35 (M=22, SD=2.4) participated in the
experiment. They were presented a randomized stimuli set (one comic strip at a time) on the screen, which
would advance on button pressing. It was followed by 3 questions (Based on ‘Understandability’, ‘Enjoyability’,
and ‘Navigational difficulties’) on the screen that required rating on a Likert scale. The results are congruent
with the current literature on Visual Language Processing where critical panel structure (where the navigation
of readers is not intuitive and flouts from the Z-path) such as ‘blocked’ showed the highest response time
(M=5389 ms) and eye fixation duration (M= 5376 ms), followed by ‘staggered’ with RT (M=4989.7 ms) and eye
fixation duration (M=4913 ms), and Overlap with RT (M= 4706.9 ms) and fixation duration (M=4692). A Mann
Whitney U test reveals ‘Blocked’ layouts having statistically significant difference from all the other layouts
(Refer to Fig. 5 and 6). Moreover, highest saccade regression (reverting to previous fixation) counts have also
been recorded on ‘Blocked’ (M=13,523) and ‘Overlap’ (M=13,196). These data suggest higher cognitive load
for both these layouts. However, the qualitative data shows that ‘Overlap’ has been considered as ‘easily
understood’ (M=1.86 in a 1-7 Likert scale, 1= easy), and with less navigation difficulty (M= 5.08 in a 1-7 Likert
scale, 1= difficult). Furthermore, pupillometry data suggests that both ‘Blocked’ and ‘Overlap’ have smaller
pupil sizes (M= 3.4 mm), while ‘Horizontal’ and ‘Separated’ have larger pupil sizes (M= 3.5 mm). Mann-Whitney
U test shows a statistically significant difference between ‘Overlap’ and ‘Horizontal’ (p=<0.001) and ‘Separated’
(p=<0.001).

Since panel layouts are indicative of implicit navigational schema in comics, the ‘Overlap’ layout becomes
interesting as it is similar to ‘Blocked’ in its demand for Visio-Spatial reasoning, while maintaining its efficiency
in delivering semantic information. This difference in qualitative (subjective understanding) and quantitative

reports (RT, fixations) offers a dissociation between conscious understanding and automated eye-movements.
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Background: It has long been observed that listeners adapt to their interlocutor’s language use, when salient
social/perceptual cues are present [e.g., 1-4]. In addition, when interacting with multiple people, listeners
expect references to be consistent within-speaker [e.g., 5-6]. Recently [7], it was observed that when a speaker
repeatedly used a small set of repeated disfavored words, listeners expected him/her to generally use
disfavored words. Thus, at least when a strong signal is presented, individuals not only expect lexical
consistency, but a more general, stylistic one. In this study, we investigate whether such generalization
happens based on a weaker signal (without same-word repetitions; Experiment 1), and whether expectations
are adapted online in a speaker-specific manner (Experiment 2).

Methods: Experiment 1. In the Exposure phase, on each trial, participants (N = 32) were presented with an
image, followed by a recording of a word that matched the image. Then, participants were instructed to type
the word they heard in a designated textbox. The words were either in a feminine or a masculine voice and
were presented with an avatar of a woman or a man (respectively). One of the speakers (counterbalanced for
gender) consistently used disfavored words (the uncommon speaker), and the other one consistently used
favored words (the common speaker). For example, for a picture of a car, the uncommon speaker would use
‘automobile’ and the common speaker would use ‘car’. Each speaker produced 16 different words. Crucially,
each word repeated only once. In the Test phase, participants were presented with an image and a written
word, along with an image of one of the avatars, and were asked if they expected the presented speaker to
use this word for the image (by responding yes/no). Crucially, all the images and words in the test phase were
previously unmentioned, such that positive responses are the result of generalization, and not simple memory.
Experiment 2 (N = 32) followed Experiment 1, with the addition of measuring the time it took to type the first
(appropriate) letter in the textbox, to evaluate online adaptation.

Results and Discussion: Experiment 1. We fitted a mixed-effects logistic regression predicting the log-odds
of a positive response to the coupling of a disfavored word with each speaker (common/uncommon). This
model revealed that participants successfully generalized speaker-specific naming preferences to previously
unmentioned words. That is, they were far more likely to expect a disfavored word from the uncommon speaker
than from the common one (b = 8.085, p <.001; Fig. 1). Experiment 2 replicated this finding (b = 3.079, p <
0.001; Fig. 1). In addition, to assess online adaptation, we fitted a mixed-effects linear regression model to
predict (log) Reaction Times (log RT) by trial number and speaker status. This model revealed that trial number
(b =-0.007, p < 0.001) and speaker status (b =-0.061, p < 0.001) both reliably predicted log RT, such that log
RT decreased with each trial and were lower for the common speaker than for the uncommon speaker. No trial
number X speaker status interaction was observed. To conclude, listeners generalize speaker-specific naming
preferences based on a small set of non-repeating items. The shortening of RTs further suggests that
participants adapt to their interlocutors. Still, the absence of an interaction between trial number and speaker
status could also mean that this adaptation comes from general improvement in the task and not from speaker-
specific adaptation. It therefore remains to be (and will soon be) investigated using an online measure (ERP)

whether listeners adapt their expectations in a speaker-specific manner.
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Tracing the development of German number cues: A case study from the LEO corpus

Dinah Baer-Henney', Alexander Clemen?
'Ruhr University Bochum, ?Heinrich Heine University Diisseldorf

dinah.baerhenney@googlemail.com

Background: In German, no single plural cue is predictable and thus there is a debate about how
grammatical number is acquired in the nominal paradigm. A rule-based learning mechanism seems unlikely.
Among the alternative, i.e., usage-based accounts, there is discussed which underlying mechanism links a
form with its number meaning. The present case study examines the development of grammatical number
cues using the most comprehensive spontaneous speech data corpus of a German-speaking preschool child
available [1,2]. We researched the development of selected suffixal cues and umlaut in the input as well as
the child’s productions. We analyzed the input over the time course, investigating the predictions derived by
two possible mechanisms underlying the development of the German plural system — a frequency-based [3]
and the naive discriminative learning [4] account. Accounts differ with respect to the underlying association
mechanism and we determined the importance of the selected number cues in the input for the child. In
addition, we traced the plural marker production errors of the child. Our aim is to trace the child’s production
errors per number cue along the expected developmental path based on the input based on [3,4].

Method: We present a case study of the LEO corpus from the CHILDES database [1,2]. The longitudinal
corpus with recordings of only one child comprises the largest collection of spontaneous speech in German
with a child aged three to five. We filtered all nouns uttered towards Leo analyzed the cue availability under a
frequency-driven [3] and discriminative-strength driven [4] usage-based account to generate theory-
dependent hypotheses on the expected learning trajectory for plural cues for this particular child. We thus
investigated the expected learning trajectory of the learning child based on the varying accessibility of
number cues in the input during the ages of three to five years. We then identified suffix and umlaut errors
Leo produced over time. We aimed at analyzing how Leo oriented himself given the input he received.
Results: We estimated the mechanism-specific predictions for the plural markers /-e/, /-er/, /-s/, [-en/ and
umlaut. A frequency-driven account assumes that all markings except /-en/ are constantly relatively bad
plural markers. Discriminative strength predicts /-e/, /-er/ and /-s/ to be a rather bad plural cue, while it
becomes better with time only for /-s/. Both /-en/ and umlaut tend to be good plural cues but this weakens
over time. Turning to the output of Leo we observe few errors in general. As expected, there is a decreasing
error rate over time with a notable previous increase at the age of 4 years for suffixes containing a schwa.
Comparing the error rates across cue types we observe in line with [3,4] that /-er/ cue has the highest error
rates. We find relatively few umlaut errors as expected by [4].

Discussion: Overall, the analyses of the input show that — based on the same data — learning models
predict different developmental trajectories of different cues depending on distinct underlying mechanisms.
The cue type with the highest error rate /-er/ is rated as a bad cue under both theoretical assumptions [3,4]
and is therefore not useful to disentangle between theories. Relatively few umlaut errors could be attributed
to the fact that initially this was a rather strong plural cue in Leo’s input according to its discriminative
strength. Higher error rates at the age of four as compared to the age of three may indicate a developmental

step from memorized learning to the application of a developing underlying mechanism.
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Using Visual World eye-tracking, we examine how bilingual German-Russian and Greek-German children
process English aspectual forms, comparing them to age- and proficiency-matched monolinguals. The
languages involved exhibit distinct aspectual systems: Russian and Greek differentiate between perfective
and imperfective aspects, associating them with completed and ongoing events, respectively. German
lacks grammaticalized viewpoint aspect, while English uses past progressive form for ongoing events in
the past, with simple past forms allowing for both ongoing and completed event interpretations [1]. Present
perfect forms of accomplishment verbs in English are strongly associated with completed event
interpretations [2], while in German (given the absence of grammaticalized aspect) the semantics of the
Present Perfect has been argued to be broader allowing for both perfective and imperfective readings [3].
We adapted the paradigm from [1] to test whether the aspectual systems of the participants' heritage
languages (HLs) influence their processing of L3 English. Our study involved 117 children (age 8-13 y.,
mean age 10 y.): 52 German-Russian bilinguals and 24 German monolinguals tested in Germany, and 41
Greek-German bilinguals tested in Athens, all matched for English exposure and lexical proficiency.
Results showed that German-Russian and Greek-German adolescents were sensitive to aspect in both
offline judgments and online gaze preferences, unlike the monolingual German controls, who showed no
sensitivity to aspect manipulation.

Interestingly, the Greek-German bilinguals in Athens exhibited a stronger and earlier aspectual effect than
the German-Russian bilinguals in Germany. These findings are discussed in relation to contemporary L3
acquisition models [4, 5] emphasizing the importance of structural similarity (see [6, 7]) and language
dominance [8]. The study highlights the role of grammatical representations from previously acquired

languages in shaping L3 processing, particularly in the context of aspectual distinctions.
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Examples of experimental stimuli:

a) Grandma was knitting a new jumper.

N

Ongoing event (OE) Completed event (CE)

Figures:
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b) Grandma knitted a new jumper.

c) Grandma has knitted a new jumper.

Ex.1 An experimental trial included an audio preamble which
located the narrative in the past (e.g. It was a rainy day),
followed by a sentence-picture matching task where the
participants were presented with a pair of pictures on a
screen: one representing an Ongoing Event (OE), i.e. an
action in progress, and one representing a Completed Event
(CE), see examples (a-b) above from the English task. Each
experiment included 24 fillers and 24 test trials (12 Past
Progressive and 12 Simple Past) involving 48 verbs/event
types and visual stimuli. Eye-movements were recorded.

Ex. 2 involved two conditions: Present Perfect (see c above)
vs sentences involving phasal verbs (started, finished,
continued doing something). No preambles were included.

Fig. 1. Offline results

Significant effect of aspect in the bilingual groups
No effect of aspect in the L1 German group
Significant interaction between Group and Aspect
(Greek-Ger > Ger-Rus > Ger L1)

*Mixed effects logistic regression.

Group, Aspect, English

Proficiency and their interactions as predictors, random intercepts
and random slopes for Aspect by Participant and by Item.

Aspect
Imp
Pf

Fig. 2. Online results

Significant effect of aspect in bilingual groups
No effect of aspect in the L1 German group
Significant difference between the groups

*Cluster based permutation analysis + Bayesian mixed effects
zero one inflated beta regression (Group, Aspect and their
interaction as predictors, English proficiency included as
covariate, random slopes for Group*Aspect by Participants
and ltems)
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Sight translation of non-canonical structures: Eye movement patterns and individual
differences

In real-time language tasks such as sight translation (STR), translators must rapidly decode
written input and produce a spoken equivalent. This dual processing makes STR an ideal
paradigm for studying how linguistic structure and referential properties, such as syntax and
animacy, interact with cognitive load. Prior research shows that non-canonical structures,
particularly object-relative clauses, are more cognitively demanding due to their departure from
the preferred subject—verb—object order and because they often reverse animacy hierarchies by
placing animate entities in object position. These configurations may interfere with syntactic
expectations and processing routines, increasing cognitive load [1-3]. This study examines
how such structures affect real-time processing in STR and whether individual differences in
working memory and cognitive control modulate these effects.

Twenty-one Spanish-speaking participants (B1+ English, LexTALE-verified) translated 28
English sentences while their eye movements and speech production were recorded in a 2x2
within-subjects design, with the following experimental conditions: relative clause type
(subject vs. object) and animacy (animate vs. inanimate). Eye movements were captured with
the EyeLink system, allowing for the simultaneous recording of gaze and speech production.
Key metrics included total trial fixation duration, mean fixation duration, number of fixations,
and eye-voice span (EVS). Behavioural measures included Reading Span Test, Digit Span Test,
and Flanker Task. No significant effects were observed across these measures, suggesting that
the observed effects are robust across participants.

Statistical analyses were performed using RStudio. Mixed-effects regression models
(generalised linear mixed models, GLMM) were applied with random intercepts for
participants and items. Predictors were z-standardised. A Gamma distribution with log link was
used for continuous time-based measures (fixation durations, EVS), and a Poisson distribution
with log link was used for count data (number of fixations). Thus, effects are expressed through
estimates (b or IRR), z-values, and p-values. Results showed that animate objects in object-
relative clauses triggered significantly higher cognitive load compared to canonical animate-
subject structures. The animate object condition showed significant differences in total trial
fixation duration, (b = 0.31, SE = 0.08, z = 3.88, p <.001); eye-voice span (EVS), (b = 0.43,
SE =0.09, z=4.71, p < .001); and number of fixations, where the incidence rate ratio (IRR)
was 1.43 (SE =0.06, z=6.24, p <.001). While overall fixation duration and EVS increased in
animate ORCs, mean fixation duration decreased, indicating a compensatory pattern of faster
but more numerous fixations. This fixation behaviour may reflect an adaptive mechanism for
local reanalysis, previously observed in tasks involving syntactic ambiguity, disfluency repair,
or self-monitoring during reading and interpreting [4]. When animacy expectations are
violated—i.e., when an animate noun appears in a structurally unexpected object position—the
parser may engage in faster, repeated fixations to resolve conflict between word order and
thematic role assignment.

In sum, non-canonical syntax and animacy reversal jointly increase processing demands in
STR, yet participants appear to deploy visual strategies to maintain fluency under pressure. As
sight translation engages additional syntactic and semantic processes, the observed effects
cannot be attributed solely to comprehension, but rather to the combined demands of bilingual
production and processing. These findings seek to inform both models of incremental language
production and translator training, highlighting the role of structural expectations and adaptive
control in bilingual processing.
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Table 1. Stimuli examples per condition

Condition Sentence example
Animate subject The musician that witnessed the accident angered the policeman a lot.
Animate object The musician that the accident terrified angered the policeman a lot.
Inanimate subject The accident that terrified the musician angered the policeman a lot.
Inanimate object The accident that the musician witnessed angered the policeman a lot.

Table 2. Model outputs for predictors across four eye-tracking measures

Total trial fixation Fixation duration Number of fixations Eye-voice span
Predictors Estimates std. Error CI p  Estimatesstd. Error CI p  Incidence Rate Ratios std. Error (9] p  Estimatesstd. Error CI p
Animate object 137 0.10 1.18-159 <0.001 1.00 002 097-104 0981 143 008 128-161 <0001 1.54 0.15 127-186 <0.001
Inanimate object 1.02 008 088-1.19 0.755 1.02 002 099-106 0251 1.03 006 092-1.15 059% 0.92 009 076-1.11 0372
Inanimate subject 1.08 008 093-125 0324 1.03 002 099-106 0.142 1.07 006 096-120 0240 0.99 0.10 0.82-1.19 0.903
Random Effects
o2 0.08 0.01 0.02 0.20
Too 0.03 jtern 0.00 jtem 0.04 jem 0.05 jtem
0.03 44 0.00 ig 0.16 4 0.12 44
Icc 041 0.40 0.92 0.46
N 2144 214 2144 1954
12 jtem 12 jtem 112 jiem 112 jiem
Observations 585 585 585 447
Marginal R? / Conditional R?  0.102/0.475 0.009 /0.405 0.086/0.929 0.102/0.515
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Background: Subject control in temporal adjuncts is observed in sentences like (1), in which the adjunct
subject, notated as PRO, is interpreted as the main clause subject “John.” Subject control in non-finite adjuncts
is reported across languages, and argued to be a universal property [1-5]. However, Romanian has been
argued not to be a control language [6-12], with a pro element in non-finite clauses, just as in finite clauses
(e.g., unlike PRO, null subjects alternate with lexical subjects in non-finite adjuncts (2)). We test the predictions
of a pro element in Romanian, compared with PRO in English with an acceptability judgement task based on
gender agreement between the antecedent and elements in the non-finite adjunct. While English speakers
only accept matching agreement with the subject, Romanian speakers accept agreement with the

subject or the object. We consider the implications for acquisition theory and relevant linguistic input.

Method: We tested native Romanian speaking adults (n=48) and native English adults (n=18) with an
acceptability judgment task, using a slider scale (Figure 1). For English, adjunct clauses included a reflexive
action and the reflexive himself or herself which matched or matched with the adjunct subject or object;
Romanian had the same manipulation except that adjunct clauses included an adjective with gender
agreement (Table 1, see (3) and (4)). Subject and object gender always mismatched, and subject gender was
counterbalanced across items. Fillers were also included (5), with a reflexive (English) or adjective (Romanian)
matching (50%) or mismatching (50%) the referent in gender,

Results: We conducted a linear regression analysis with z-scored ratings as dependent measure, fixed effects
of subject-match/object and language, and random slopes and intercepts for subject and item. Both main
effects were significant (p<.001); importantly, there was a significant interaction between subject-match/object-
match and language (t=10.7, p<.001) because English speakers rated object-match sentences as
ungrammatical, while Romanian speakers did not (Figure 2) - as predicted with a pro element. Notably, these
higher ratings cannot be due to inattention to gender marking, as Romanian speakers gave low ratings to
ungrammatical fillers with a gender-mismatch (Figure 3).

Discussion: While English-speakers’ ratings indicated strict subject control, Romanian speakers’ ratings
were indicative of a discourse-based element that can take any antecedent in line with the predictions of pro.
Thus, the results highlight a key difference between English and Romanian in non-finite adjuncts, with English
showing strict subject control and Romanian allowing for a more flexible interpretation with pro. These findings
challenge the universality of subject control. Additionally, the variation has significant implications for
acquisition and for the evidence needed for control: if Romanian children’s interpretations indicate a subject
control grammar, then positive evidence is needed for object control; otherwise, if Romanian children pattern
like Romanian adults, this suggests that evidence in the input for control may be more specific to a given

language. We are currently testing these predictions with Romanian children.
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(1) John1 phoned Bill1 before PRO1/2143 running outside. Figure 1. Acceptability slider
(2) a. lon a mancatinainte de a pleca pro. The boy saw the girl before hearing herself.
John has eaten before DE to leave pro
'John ate before pro leaving.'
b. lon a mancatinainte de a pleca mama.
John has eaten before DE to leave mother How grammatical is this sentence? Use the slider above.
'John ate before mother left.’

Bad Good

(Ungrammatical) (Grammatical)

(3) English: The boy washed the girl before hearing {himself/herself}

(4) Romanian: Baiatul a spalat-o pe fata inainte de a deveni {trist [/ trista}
The boy washed the girl before DE to become sad-M / sad-F

(5) Filler: *The boy tripped in the hallway and embarrassed herself.

Figure 2. Test sentences Figure 3. Filler sentences

English Romanian English Romanian

o

o
@

o
Q

2

acceptability rating (z-score)
o

acceptability rating (z-score)
! o

subject-match object-match subject-match object-match match mismatch match mismatch
(grammaticalJungrammatical)  (grammatical(ungrammatical)

gender agreement gender agreement
Table 1. Experiment design

Languages subject-match object-match

English: The boy washed the girl before... ...hearing himself ...hearing herself

Romanian: Baiatul a spalat-o pe fata inainte de... | ...a deveni trist ...a deveni trista
The boy washed the girl before DE... | ...to become sad-M ...to become sad-F
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Background: During real-time language comprehension, sentence processing is guided by both structural
expectations and contextual plausibility. One well-established cue is the subject-first strategy, whereby
parsers tend to construct interpretations that adhere to canonical word order—subject-object-verb (SOV) in
Korean. However, this strategy likely reflects the convergence of multiple linguistic and non-linguistic factors,
including first-mention bias, animacy hierarchies, and case-marking patterns, rather than purely structural
preferences. In Korean, the prominent case-marking system (-ka for nominative, -lul for accusative) provides
crucial information for syntactic role assignment, which may interact with word-order expectations. While
structural biases can interact with semantic cues such as truth-value in visual contexts, it remains unclear
which cue plays a more dominant role during incremental sentence processing in Korean.

Method: We investigated how early structural expectations influence comprehension dynamics with
conflicting visual information using self-paced reading (SPR, N=30) and event-related potentials (ERP, N=32)
in separate participant groups. Sentences varied by Word Order (SO vs. OS) and Truth Value (True vs.
False), forming four conditions. Each sentence included three regions (NP1-ka/lul, NP2-lul/ka, Verb). Linear
mixed-effects models examined reaction times and accuracy; repeated-measures ANOVAs analyzed N400
amplitudes at the Verb region. We acknowledge that the absence of pre-stimulus and spillover regions may
conflate verb processing with sentence wrap-up effects. However, previous studies using the same structure
have confirmed that this is not a problem [1].

Results: Behavioral data revealed significant main effects of Word Order and Truth Value across all regions,
with OS word order and False truth-value independently increasing reaction times. A significant interaction
emerged only at NP1, indicating cumulative difficulty when OS word order and False truth-value co-occurred.
High accuracy rates (95.8-99%) may have created ceiling effects that masked potential interactions in later
regions. ERP results showed a significant N40O effect at the Verb region driven by Word Order, with OS
structures eliciting larger negativities than SO structures, while truth-value effects were not significant in
neural responses.

Discussion: The findings highlight the dominant role of word-order expectations over semantic plausibility
during Korean incremental processing. The cumulative difficulty at NP1 and clear N40O effects at the Verb
suggest that word-order violations are detected more immediately than truth-value inconsistencies, indicating
that early structural expectations guide parsing under ambiguity. However, high behavioral accuracy and
absence of additional experimental regions limit our ability to fully characterize these effects' time-course.
The data suggest that structural expectations and semantic role interpretation jointly contribute to
incremental parsing, though it remains inconclusive whether Korean comprehenders systematically prioritize
subject-first or agent-first strategies. Future research should examine whether truth-value cues can override
word-order biases in pragmatically natural OS contexts and investigate how case-marking reliability

modulates these processing strategies.
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[Table 1] Experimental conditions and materials

Picture Conditions Examples
Namca-ka Yeoca-lul _cap-ayo. “A man catches a woman.”
Yeoca-lul  Namca-ka cap-ayo.
Yeoca- ka Namca-lul cap-ayo. “A woman catches a man”
Namca-lul Yeoca-ka cap-ayo.
[Table 2] Descriptive Statistics
Conditions Self-paced reading Behavioral results during ERP Exp.
Reading Time(Mean ms, (SD)) Accuracy Delayed Response Accuracy
NP1 NP2 Verb Time (Mean ms, (SD))
SO-T 658.80 (75.64) 561.21 (84.40) 874.67 (139.18) 98.3% 465.39 (281.14) 99%
0S-T 773.40 (126.74) 692.52 (99.96) | 1012.47 (183.27) 95.8% 526.51 (348.66) 96%
SO-F 743.01 (102.70) 665.39 (94.04) 1012.71 (263.84) 98.1% 483.76 (291.94) 98%
OS-F 746.44 (89.44) | 799.32(128.00) | 1255.13 (448.26) 96.1% 527.16 (335.14) 97%
[Table 3] Statistical Analysis: LMER for reading time in SPR
Estimate S.E t value Pr(>|t)
(Intercept) 658.8 42.72 15.422 0.000 | ***

NP1 Word_orderOS 114.6 24.07 4,761 0.000 | *=*=
Truth_valueFALSE 84.21 24.07 3.498 0.000 | **=*
Word_orderOS:Truth_valueFALSE -111.17 34.04 -3.266 0.001 | **

Estimate SE tvalue Pr(>|t))
(Intercept) 561.21 44.416 12.635 0.000 | **=*

NP2 Word_orderOS 131.308 24.591 5.340 0.000 | **=*
Truth_valueFALSE 104.182 24.591 4.237 0.000 | ***
Word_orderOS:Truth_valueFALSE 2.626 34.777 0.076 0.940

Estimate SE t value Pr(>|t))
(Intercept) 874.67 99.93 8.752 0.000 | ***

Verb Word_orderOS 137.81 70.27 1.961 0.049 | *
Truth_valueFALSE 138.05 70.27 1.965 0.049 | *
Word_orderOS:Truth_valueFALSE 104.61 99.37 1.053 0.293

Figure 1. Figure 2. Brain response at verb
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Additional Information about Korean Language

Word Order and Flexibility: Korean is a head-final language with canonical Subject-Object-Verb (SOV)
word order. However, it allows considerable word order flexibility through scrambling, particularly Object-

Subject-Verb (OSV) constructions, without changing the core meaning of sentences.

Case Marking System: Korean employs a robust case marking system that explicitly marks grammatical

roles:

¢ Nominative case: -ka/-i (subject marker)
e Accusative case: -lul/-ul (object marker)

e Other cases include dative (-hante/-ege), genitive (-uy), and locative markers

The prominence of case marking enables word order flexibility while maintaining grammatical clarity, making
Korean an ideal language for investigating the interaction between structural and morphological cues in

sentence processing.

Agglutinative Structure: Korean is highly agglutinative, with extensive use of suffixes and particles. Verbs
carry rich morphological information including tense, aspect, mood, and honorifics, while nouns are followed

by various particles indicating grammatical and semantic roles.

Pro-drop Characteristics: Korean allows extensive ellipsis of arguments when contextually recoverable.
Both subjects and objects can be dropped, making case marking and verb agreement crucial for successful

sentence interpretation.
Processing Implications: These linguistic features create a unique processing environment where:

1. Early case marking provides immediate grammatical role information

2. Word order violations can be detected quickly due to strong canonical expectations

3. The interaction between morphological markers and word order creates complex parsing decisions
4

Visual context becomes particularly important given the language's elliptical nature

Relevance to Current Study: The combination of flexible word order, explicit case marking, and strong
canonical SOV preference makes Korean particularly suitable for examining the relative contributions of

structural expectations versus semantic plausibility in real-time sentence processing.
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Background. Studies on form-meaning mappings in the lexicon have highlighted a rich set of systematic
relations between the surface form of words and what they mean [1], with some mappings applying cross-
linguistically [2, 3, 4]. More recent studies further highlighted how semantic effects such as prime-target similar-
ity and semantic neighborhood density influence lexical decision latencies also for pseudowords [5, 6], blurring
the boundary between words and pseudowords. From a language learning perspective such a blurred bound-
ary makes sense: every word a person knows has been a pseudoword during development and many valid
words are pseudowords to many speakers, which might eventually encounter them and have to quickly shape
a semantic representation. Our work examines the interplay between semantic connotations conveyed by the
word form itself [7] and by the sentence context in which the word form is first introduced [8, 9]. We focus on
valence, i.e., how positive or negative a stimulus is perceived to be, building on previous work showing people
have consistent intuitions about the valence of isolated pseudowords [10]. Ours is a work in progress: this
abstract details the methodology and analysis plan we will follow.

Materials and Methods. Each trial of our behavioral task consists of a free association (FA) task and a self-
paced reading (SPR) task (order counterbalanced across subjects). The key manipulation involves the valence
of the target (pseudo)word, as gauged from word [11] and pseudoword [10] valence ratings, and the valence
of the sentence in which they will appear (see Figure 1). We sampled 40 pseudowords from [10] and 40 words
from [11] (13 negative, 14 neutral, and 13 positive for both), and created 40 sentences (13 negative, 14 neutral,
13 positive), estimating sentence valence using word valence ratings from [11]. Then, we embedded each
target (pseudo)word in 4 sentences from each valence category. In order to control for Part-of-speech effects,
all target (pseudo)words are used as nouns. We plan to collect 10 responses per trial.

Hypotheses. The key hypothesis concerns the role of pseudoword valence and its possible interaction with
sentence valence. We hypothesize that the connotations evoked by a pseudoword will be strong enough
to resist, at least partially, the influence of a sentence context of opposite valence: horgous should elicit
more negative associates than timfil, even when described as cute, albeit possibly less negative than when
presented in isolation or described as scary. In the same vein, we expect increased reading times when
pseudowords are embedded in valence-incongruent sentence context.

Analysis plan. We will use thesauri and distributional semantic models to estimate the semantic coherence
of associates produced for a (pseudo)word when the FA task was administered first. Then, we will quantify
the coherence between associates produced for a (pseudo)word by participants who completed the FA task
before and participants who completed it after the SPR task. Moreover, we will analyse reading times on the
word immediately following the target (pseudo)word. Associates’ coherence and RTs will be analysed using
mixed models to capture by-item and by-subject variability. The key predictors will be (pseudo)word valence
and sentence valence. We will further control for (pseudo)word length, plausibility, orthographic neighborhood

density, and orthographic overlap with the likeliest word(s) to occur in the sentence context.
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Figure 1: Schematic representation of the experimental design. Half the participants will perform the Free
Associations task before the Self-Paced Reading (SPR) task, half after, so that we can compare associates
produced for isolated targets with associates produced for targets seen in a context. We manipulate the valence
of targets (words or pseudowords) and of the sentence context. We analyse the reading time at the first post-

target word (dashed green contour) and the semantic coherence of associates.
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Can two words mean exactly the same?
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Background: Synonymy—the notion that two words share the same meaning—is a central concept in
lexical semantics [1], but what qualifies as “the same meaning” is debated. Linguistic theory distinguishes
between near-synonymy, where meanings are similar but not identical, and absolute synonymy, where two
words are perfectly interchangeable in all contexts without differences in meaning, style, or connotation [1].
While near-synonymy is uncontroversial, the existence of absolute synonymy remains contested. Critics
argue it conflicts with principles of language economy [2], semantic theory [1], and empirical observations [3].
Although some studies have examined limited sets of near-synonyms [4], none have tested the existence of
absolute synonymy lexicon-wide. We address this gap using a corpus-based distributional semantics
approach [5] to assess whether any words in contemporary English are truly identical in meaning.

Methods: Under absolute synonymy, two words should be as similar to each other as a word is to itself. To
test this, we constructed a 14.5 billion word corpus of English and trained distributional semantic models on it
using word2vec [6]. We randomly tagged each word token with a “_1” or “_2” suffix, constructing
independent distributional representations of the same word (e.g., “distinguish_1" vs. “distinguish_2"). For
each word, we then computed the cosine similarity between its two tagged variants (self-similarity) as well as
between the word and all words in a list of approximately 41,000 words (neighbor-similarity). This list
consisted of words that appeared either in the English Lexicon Project [7] or in WordNet [8] and that had a
minimum frequency of 0.1 per million words. To ensure robustness, we performed stochastic validation by
repeating the random tagging and model training procedure 40 times. Paired-sample t-tests compared each
word’s self-similarity to its highest neighbor-similarity, with Bonferroni correction for multiple comparisons.
Results: Self-similarity was higher than neighbor-similarity for all pairwise comparisons among our list of
41,000 words (i.e., for over 870 million word pairs). Figure 1 shows a density plot of self-similarity versus
closest-neighbor-similarity. The average self-similarity was 0.986 (SD = 0.013), compared to an average
closest-neighbor-similarity of 0.791 (SD = 0.084). For every word, self-similarity was significantly higher than
closest-neighbor-similarity. Further analyses revealed that closest-neighbor-similarity scores were higher for
low-frequency words compared to high-frequency words, and for nouns compared to verbs, adjectives, or
adverbs (see Figure 2).

Discussion: Our results provide empirical evidence against the existence of absolute synonymy in
contemporary English. They show that even similar words retain differences in meaning, however subtle,
ensuring that each word occupies a unique role in the language [1,3]. Since absolute synonymy requires full
contextual interchangeability, modeling contextual usage patterns through distributional semantics provides a
natural basis for empirical evaluation. By leveraging distributional representations over a large, genre-
balanced corpus, thus our method offers a powerful and scalable approach to investigating semantic
structure and lays the groundwork for exploring whether the absence of absolute synonymy is a universal

feature of human language.
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Learners normally acquire their first languages in context. While this poses problems — e.g.,
referential ambiguity — it might also provide benefits, such as ensuring that appropriate patterns of
relations between words are acquired. Another benefit that could arise from learning in context is that
while obvious similarities among referents might be learnable in isolation, some subtle differences
could be better discerned in contexts that allow referents to be aligned (Markman & Gentner, 1997).
Since second language learning often occurs in sparse contexts, this may explain why L2 learners
struggle to acquire aspects of grammar encoding differences. To explore the impact of learning in and
out of context, we trained participants on an artificial language containing a grammatical gender
system — which L2 learners typically struggle to learn — that systematically matched a set of
morphological markers to differences among the features of its nouns. A between-participants
experiment contrasted a traditional "presentation training paradigm," in which referential phrases and
corresponding images were introduced individually, with an "alignment error paradigm," where
referential phrases were presented alongside two images, and learners had to guess the correct
match. Our results show that although noun-phrases were learned well in both paradigms,
morphological generalisation only occurred when training allowed for contextual alignment,
suggesting that this may be critical for learning many aspects of grammatical structure. Moreover,
analysis of eye-movements during training provide evidence that participants used the information in
gender-marked determiners in real-time processing to anticipate upcoming nouns: they fixated
referents faster in trials where foil and target came from different gender-classes rather than the same
noun class (cf Lew-Williams, & Fernald, (2010)). These results suggest that learners can use the
prediction error inherent in ambiguity to discriminate the relevant cues to referents and support

generalisation.
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Background: While the link between perception and production has been shown at the segmental level [
less is known about its presence at the suprasegmental, prosodic level. Prosody is vital for structuring
speech, enhancing auditory sequence memory, and integrating phonological, syntactic, and semantic units
231, Pitch, as a critical prosodic cue, requires sophisticated auditory skills including frequency discrimination
and temporal prediction . Neural entrainment - the alignment of neural oscillations with acoustic signals -
underlies auditory processing, especially prominent at syllabic rates, and can be assessed through speech-
to-speech synchronization (S-to-S sync), where individuals align vocal output with external speech 1,
Individual differences in neural entrainment correlate with variations in S-to-S sync ability, which shows a
bimodal distribution distinguishing high and low synchronizers 88 Our study examines whether individual
variability in perceptual acuity for the three primary prosodic cues in German syntactic disambiguation 1 is
related to S-to-S sync abilities to test whether established perception-production links extend to prosodic
features.
Method: We measured S-to-S sync in 60 native German speakers using the explicit accelerated version the
task 8, where participants matched their whispered ‘tah’ syllables to an incrementally accelerating auditory
stream of synthesized syllables from 4.3 to 4.7 Hz. Phase-locking values (PLVs) were calculated and
averaged across two runs. We also assessed participants' perceptual acuity for three prosodic features using
adaptive staircase just-noticeable difference tasks: pitch contour, pause duration, and final lengthening
discrimination. Using Bayesian mixture modeling, we identified distinct synchronizer groups and examined
how the perceptual abilities predicted group membership, employing sensitivity analyses with varying priors
to ensure robust conclusions.
Results: Mixture modeling confirmed a bimodal distribution of synchronization abilities with distinct
component means (Figure 1) (4, (low) = 0.31 PLV, y, (high) = 0.69 PLV) closely aligning with © (u; (low) =
0.26 PLV, y, (high) = 0.63 PLV). Both in separate and combined models (controlling for other abilities), better
pitch discrimination emerged as the strongest predictor of being a high synchronizer (Figure 2) (sep.: Bhigh =
1.70 log-odds, CI [0.45, 3.77], InBF 14, = 2.75; comb.: Bhigh = 2.14 log-odds, 95% CI [0.54, 4.49], InBF,, =
2.10), providing reliable evidence. Final lengthening discrimination showed positive but uncertain effects
(sep.: Bnigh = 0.88 log-odds, CI [0.10, 1.82], InBF,, = 0.54; comb.: Bnigh = 0.85 log-odds, 95% CI [-0.42, 2.52],
InBF,, = -0.57, with inconclusive evidence (tending toward null when controlled). Pause discrimination
showed no reliable contribution (sep.: Bnigh = 0.74 log-odds, CI [0.02, 1.57], InBF, = 0.04; comb.: Bnign = -0.58
log-odds, 95% CI [-2.16, 1.08], InBF;, = -0.95), with evidence tending to favor the null in both models.
Discussion: Our findings indicate that pitch discrimination ability is, among those abilities tested, the primary
prosodic predictor of synchronization performance: individuals with better pitch perception show better S-to-
S synch abilities. This may reflect the complex, multidimensional nature of pitch processing, which integrates
frequency detection, contour tracking, and temporal prediction—skills essential for both prosodic boundary
perception and synchronized timing. Our findings indicate that the perception-production link is also present

at the level of suprasegmental prosodic units.

182



Acknowledgements: Funded by the Deutsche Forschungsgemeinschaft (DFG, German Research

Foundation), Project ID 317633480, SFB1287.

Gaussian Mixture Models for Speech-to-Speech Synchronization
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Background: Declarative memory (DM) is a predictor of L2 learning, particularly in its earlier stages [1].
However, the exact way(s) in which DM helps L2 learning is not yet clear. Due to its flexibility, DM may help
to learn explicit rules, memorize items as chunks (e.g., “kicked”), or generalise to new forms by analogy (e.g.,
“blicked”) [2]. We carried out a study to tease apart the relative contribution of these learning mechanisms to
the effect of verbal DM on L2 acquisition. 80 native English speakers took part in an artificial language
learning study where they learned novel morphology and were then tested on both trained and new

(untrained) items. Our research questions were:

1. Explicit rule learning: Is the effect of DM modulated by a participant’s level of explicit rule knowledge?
2. Chunk memorisation: Is the effect of DM greater for trained than for new items?

3. Analogical processing: Is the effect of DM for for new items modulated by similarity to trained items?

Method: Participants were taught a mini-inflectional system with 48 disyllabic stems and two plural suffixes (-
ak, -ek). Suffixation was determined by vowel harmony (back vs. front) between the stem’s final syllable and

the suffix (e.g., ‘nifos’ = ‘nifosak’, ‘posim’ = ‘posimek’).

Participants heard stems and their inflected plural forms with pictures depicting their meaning, receiving no
explicit instruction. They then gave grammaticality judgments on inflected plural forms of the 48 trained

stems and 48 new ones (evenly split between grammatical and ungrammatical).

Verbal declarative memory was measured by MLAT V [3]. Explicit rule knowledge at the end of the test was
measured by questionnaire, scored as: 0 = no awareness, 1 = form-aware (aware of suffix alternation, but
not tied to stem sound), 2 = partial rule-aware (aware of suffix alternation based on stem sound), 3 = full rule-
aware (aware of suffix alternation based on stem’s final syllable). Item similarity was calculated for each
untrained stem as the average of its Levenshtein distance to the trained stems. Grammaticality judgment
data was analysed with logistic mixed-effects modelling; continuous predictors were scaled and centered and

categorical ones were sum-coded.

Results: We observed an interaction between MLAT V and Awareness scores (OR = 1.27 [1.04 — 1.55], p =

.019): the effect of MLAT V on test accuracy increased with explicit rule awareness. There was no interaction
between MLAT V and Item type (OR = 1.04 [0.93 — 1.17], p = .450) or between MLAT V and Similarity scores
for untrained items (OR = 1.00 [0.97 — 1.03], p = .915).

Discussion: We did not observe effects attributable to chunk memory (greater effects of DM for trained
items) or analogical processing (accuracy on untrained items modulated by similarity to trained ones). But
the effect of DM on test scores was modulated by explicit knowledge, increasing across awareness levels.
This suggests that one way in which DM supports L2 morphology learning (as measured by grammaticality
judgment) is by helping learners to capitalise on their explicit rule knowledge. Further research should look at

more implicit language tests, too.
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Background: In fluent conversation, interlocutors achieve average transition times of 200-300 ms between
turns [1]. Longer gaps often indicate ‘trouble’, e.g., disagreement with a prior assessment [2], and may thus
trigger corresponding inferences in comprehenders [3]. Prior studies of such delay-driven inferences have
revealed a ‘temporal threshold of tolerance’ (~700 ms) for inter-turn silence after requests: Longer gaps
trigger inferences about respondents’ unwillingness to comply [4]. In two experiments in German, we used
intuitive judgments to replicate this gap effect on attributions of (un)willingness following requests/offers, to
assess whether it extends to interpersonal stances, and to test whether comprehenders adjust their
tolerance threshold to speaker characteristics (language proficiency: native vs. non-native). We
hypothesized that dis-fluent turn taking triggers inferences about respondents’ stance towards both request
(Exp. 1: “the respondent is unwilling”) and requester (Exp. 2: “the respondent is cold and distant”), but that
inferencing is delayed/attenuated if contextual factors plausibly account for the gap. We predicted
asymmetrical gap effects for native (=early gap effect) and non-native respondents, whose long silence may
be plausibly attributed to increased processing- and planning time (=delayed/reduced gap effect) [5].
Method: We constructed 240 short dialogues modeled as telephone conversations between friends;
dialogues consisted of a brief context and a critical question-response pair (=request/offer + yes-response,
see Table 2). Questions were spoken by four native speakers of German and responses by four native and
four non-native (L1 French) speakers; a pretest ensured that responses were identifiable as (non-)native. We
varied the gap length in critical turn transitions (200/720/1200 ms) and respondents’ language proficiency
(native/non-native) in a fully crossed 3x2 Latin square design. Participants (n=42 per experiment) read the
context of each dialogue on a screen, then listened to the critical question-response pair via headphones,
before they intuitively judged the response on a 5-point rating scale (Exp. 1 “How willingly does she accept?”;
Exp. 2: “How cold and distant does she react?”). Bayesian ordinal mixed-effects regression tested for main
and interaction effects of gap duration (200/720/1200) and nativeness (native/non-native) on ratings; we
used forward-fitting to further test whether model performance improved when phonetic variables known to
affect attributional inferences (i.e., response duration and -pitch) [6] were included as covariates.

Results (see Table 1): Exp. 1: We observed main effects of gap duration (200 > 720 > 1200) and language
proficiency (native > non-native) as well as the expected interaction (native: 200 >> 720 > 1200; non-native:
200 > 720 >> 1200). Exp. 2: We observed a main effect of gap duration (200 < 720 < 1200) and main effects
of language proficiency (native < non-native) and response duration (short > long).

Discussion: (1) Delayed responses in recruitments triggered inferences about respondents’ stance towards
the request and the requester. (2) Non-native speakers generally appeared less willing than native speakers
and more cold and distant; only judgments of interpersonal distance were sensitive to phonetic response
parameters (i.e., duration); presumably because short responses convey curtness and thus increase
interpersonal distance. (3) Partly supporting our delayed-inference hypothesis, speakers’ language
proficiency modulates gap-driven attributions of unwillingness (but not interpersonal stance): we observed a

strong early penalty for native respondents but a strong /ate penalty for non-native ones.
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Table 1: Hypothesis tests of Bayesian ordinal mixed-effects regression models.

Willingness judgments Distance judgments
(n=42) (n=42)
estimate Clgs estimate Clgs
3 x 2 design gap720 - gap200 -0.28 [-0.36, -0.20] 0.16 [0.09, 0.23]
gap1200 - gap720 -0.27 [-0.35, -0.19] 0.15 [0.07, 0.23]
non-native - native -0.76 [-0.99, -0.53] 0.46 [0.15, 0.76]
phonetic response duration+1ooms discarded / no improvement -0.21 [-0.28, -0.14]
covariates [6]  response pitch+1on, (Mean) discarded / no improvement discarded / no improvement
gap:resp. duration discarded / no improvement discarded / no improvement
post-hoc tests  native: gap720 - gap200 -0.36 [-0.45, -0.26]
for gap:native  native: gap1200 - gap720 -0.22 [-0.32, -0.13]
interaction non-native: gap200 - gap720 -0.20 [-0.30, -0.09]
non-native: gap1200 - gap720 -0.31 [-0.42, -0.21]
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Table 2: Example dialogue in German and its English translation.

Speaker A

Hi, was geht bei dir?

(0.20/0.72/1.20)
Ja.

Speaker B

Hi, ich bin fertig mit dem Training.

Kannst du mich abholen?

188

English translation
Hi, what’s up?
Hi, I've finished training. context
Can you pick me up? question
(0.20/0.72/1.20)

response after
Yes P

variable silence
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Background: We continuously generate and update predictions for incoming input, allowing adaptation and
learning from past experiences [1]. In reading studies, predictability effects are well-documented at the word
and sentence level [2]: highly predictable words are read faster, while unexpected content generates
prediction errors. In theory, prediction errors could be resolved through either (1) belief updating or (2)
behavioural adaptation (e.g., changes in reading strategies) without updating beliefs [3]. However, little
research has examined how such error resolution operates in broader story-level contexts that reflect real-
world reading, or how individual differences shape this process. In an eye-tracking study, we investigated
how providing feedback that conflicted with narrative-level context dynamically modulates belief updating
during reading, and whether this is modulated by individual differences in cognitive profiles. Method: Using a
novel paradigm, we investigated trial-by-trial updating of prior beliefs using a False Feedback manipulation
[4, 5] in whole-sentence self-paced reading. In a within-subjects design, 52 native English speakers listened
to audio narratives about two fictional characters that set up strong expectations (‘lazy Jane’, 'amiable
Sophie’). They then read and rated the accuracy of 144 new sentences describing these characters in two
counterbalanced blocks, each consisting of three stages. In the first block, participants received 100% True
Feedback (TF; i.e., correct feedback regarding response accuracy), whereas in the second block, they
received False Feedback (FF; i.e., incorrect feedback) on 17% (Stage 1) and 42% (Stage 2) of trials. In
Stage 3 (Test), participants rated sentences without receiving feedback. We hypothesised that receiving FF
would generate prediction errors, prompting participants to re-weigh their priors against the new information.
To assess individual differences in belief updating (quantified by changes in accuracy and eye-gaze patterns
on frials following FF), we assessed phonological working memory (PWM), non-verbal intelligence (NVI) [6],
and metacognitive awareness (MAI) [7]. Results and Discussion: As expected, accuracy dropped across
Blocks (TF: 94.6%; FF: 89.8%) and Stages (94.8% to 89.1%) with progressively more FF. Hierarchical
Bayesian modelling revealed that participants gave more incorrect responses, had longer first-pass and total
reading times, and made more regressions to sentences read immediately following FF compared to TF
trials (Fig 1a-d). Whilst this confirmed that participants changed reading strategies in immediate response to
FF, we next asked which adaptations during learning (i.e., FF-induced changes in accuracy, confidence,
and/or reading metrics) led to long-term belief updating at Test. Only increases in total reading times and
regressions, but not first-pass reading times, predicted higher Test accuracy, suggesting that greater
attention to text following FF was linked to less narrative-level belief updating (i.e., maintaining prior beliefs).
Individual differences modulated these responses: readers with both high NVI and PWM had the longest
reading times and highest frequency of regressions -- a pattern consistent with verification of the FF against
previously established priors rather than with immediate integration of FF. These individuals were also least
likely to show drops in Test accuracy, suggesting strategic behavioural adaptation without belief change. We
argue that PWM supports flexible integration of local context with prior beliefs, while NVI is linked to

evaluating the reliability of incoming input.
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Figure 1. Reading performance: participants were credibly (a) less accurate, (b) showed longer first-pass

fixations and (c) longer total fixations across the entire sentence, and (d) made more regressions when

reading sentences immediately following a False Feedback trial compared to True Feedback. Figures show

posterior distributions for the group-level effect of False Feedback on each metric: dashed vertical lines

indicate the Region of Practical Equivalence (ROPE) and the horizontal bar indicates the 89% Highest

Density Interval (HDI).
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Figure 2. Individual differences: False Feedback sensitivity (i.e., individual-level effects of False Feedback

estimated via hierarchical Bayesian models) for (a) total fixation durations and (b) regressions was predicted

by an interaction between phonological working memory (PWM) and non-verbal intelligence (NVI).

Participants with high PWM showed greater adaptability in reading strategies with increasing NVI.
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Motivation: Theoretical accounts of the interpretation of (bare) numerals dispute whether they receive a punc-
tual (i.e., ,exactly n‘) or lower-bound (i.e., ,at least n‘) interpretation [1]. A bare numeral can be interpreted as a
lower bound through pragmatic inferences. Experimental findings [2] show that 50% of participants accepted
the lower-bound interpretation of bare numerals, supporting their ambiguity. However, these studies used past-
tense scenarios, which presuppose event completion. Employing at least gives rise to an ignorance inference,
suggesting an absence of precise knowledge of the speaker [3]. Consequently, a bare numeral n receiving
a lower-bound interpretation should trigger the same ignorance inference. Based on this, | hypothesize that
future-tense contexts, where outcomes are uncertain, may amplify lower-bound interpretations due to speaker
ignorance. This is supported by [4], who, though focusing on modified numerals and question types, exam-
ine speaker ignorance in numeral interpretation. As a secondary factor, the characteristic of n, its roundness,
may influence its interpretation as well by creating a pragmatic halo around the actual numeral, leading to an
approximate reading [5] and a reduction in the speaker’s commitment to the accuracy of their utterance [6].
Method: A pilot study was conducted as an online experiment (Prolific) in German. It incorporated a 3x3
between-subject design, with the factors EPISTEMIC (competence_certainty vs. ignorance_certainty vs. igno-
rance_uncertainty) x NUMERAL (n < m vs. i < m vs. 7 > m), where n is the number claimed by a speaker A,
round (72) or non-round (n), and m the actual number. | distinguish between the conditions ignorance_certainty
and ignorance_uncertainty to examine whether there is a difference between speaker ignorance and uncer-
tainty about situations where different outcomes are equally possible. The nine conditions resulting from the
3x3 design are listed representatively in Table 1. 318 native German speakers each completed one condi-
tion to avoid carry-over effects. The participants were asked to judge whether a bet had been won or lost in
the following context: Two befriended teachers made a bet on the number of attendees in their class. The
factor EPISTEMIC was observed in a way so that the class in question was either previously taught (com-
petence_certainty), had already been booked (ignorance_certainty), or was in the process of being booked
(ignorance_uncertainty). The teacher A makes a claim about the number of attendees (n), which is refuted by
B. Subsequently, both determined that the actual number of attendees m was either lower (n > m) or larger
(n < m) than the stated number n by A. Regarding the influence of numeral roundness, both round (7=30)
and non-round numerals (n=31) were tested. Participants responded to a polar question and were required to
make a forced-choice judgment between two response options: [Yes, A; No, A doesn’t] won the bet..
Discussion & Results: A binomial logistic regression (glm with logit link) assessed the influence of speaker
knowledge under event certainty (EPISTEMIC) and numeral roundness (NUMERAL) on the likelihood of a
positive response for lower-bound interpretations. The model showed a significant main effect of the igno-
rance_uncertainty condition (8 = 1.64, p = .008, OR = 5.14), suggesting that participants were substantially
more likely to accept lower-bound interpretations when the speaker lacked knowledge and the event had not

yet occurred (see Figure 1). This effect was more pronounced for non-round numerals, indicating both speaker
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knowledge and numeral roundness influence interpretation, with participants being more likely to interpret round

numerals (8 = 1.30, p = .034, OR = 3.67) as lower bounds. Importantly, speaker ignorance under uncertainty

significantly increased acceptance rates (p < .01,0R = 5.14). In contrast, ignorance under event certainty did

not significantly differ from the baseline (p = .52). The lack of interaction between speaker competence and

ignorance might point to the limited contextual salience in the current study design. Future studies should explic-

itly manipulate this factor to observe potentially stronger effects. Finally, the upper-bound reading (7 > m = 29)

was significantly less accepted than the lower-bound reading (5 = 1.54, p < .001, OR = 4.67) across all epis-

temic conditions, suggesting that results for round numerals cannot be entirely attributed to the pragmatic halo.

EPISTEMIC
competence_certainty | ignorance_certainty | ignorance_uncertainty
:f.l n<m=31 30 did attend 30 did attend 30 will attend
E n>m =29 30 did attend 30 did attend 30 will attend
2| n<m=32 31 did attend 31 did attend 31 will attend

Table 1: Standardized format of the A's claim with the claimed number of attendees n by A and the actual

number m across all conditions

(=]
(=]

l:l non-round
I:‘ round

Percentage (yes-responses)
3

o

competence_certainty ignorance_certainty ignorance_uncertainty

Figure 1: Acceptance rates for lower-bound reading of round and non-round n across all EPISTEMIC conditions
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A key goal of human parsers during filler-gap dependency comprehension is to reduce memory costs by predicting
early resolution of the dependency [1]. This is facilitated by strategies such as ‘hyper-active’ gap filling, whereby
the parser predicts that the complement domain of the upcoming verb will have an available gap position for the
filler to be offloaded [2]. Evidence for this in English filler-gap dependencies is provided by a reading slowdown at
an intransitive verb (1a) compared to a verb which subcategorises for a direct object (DO) (1b), relative to the
same verbs in syntactic islands (1c-d) [2], where gap integration of the filler is blocked [3]. We present work-in

progress to explore the specificity of the gap prediction alongside addressing concerns in this previous work.

We ask whether parsers specifically predict DO gaps in the structure of the upcoming verb, consistent with theories
emphasising minimal syntactic structure (e.g. in terms of fewer syntactic nodes [4]), or if a more general gap is
predicted within the verb’s complement domain. Additionally, the first-pass reading time (RT) measure, where the
slowdown is observed in [2], has largely been associated with Surprisal rather than revision processes [5]. This
could be consistent with the interaction effect in [2] being driven by a difference in semantic predictability of the
verb based on the filler (studio-designed vs. studio-remained) that the syntactic island baseline may not effectively
control for. RT measures which are more typically linked to reanalysis, namely regression path duration [5], are
elevated in the baseline sentences due to the complexity of the island structures. This obscures the effect of
interest, as regression path RTs are equivalent across the gap and island conditions in the intransitive (1a, 1c)
sentences, but not transitive (1b, 1d) sentences, thus creating an interaction in the direction opposite to that

expected.

To test the specificity of the prediction, we include a third verb subcategorsation condition: a clausal complement
(CC) where a DO gap is not permitted (2c,f) (supported by corpus and acceptability data (Table 1)). We also
simplify the baseline condition by utilising a non-island structure (2d-f) for a more straight-forward interpretation of
the effect at the verb. The study will utilise the eye-tracking while reading paradigm and data collection is predicted

to be complete by July 2025.

If parsers ‘hyper-actively’ predict a specific DO gap, we expect increased RTs in both the CC and intransitive
conditions compared to DO conditions, relative to baseline. If a more general gap is predicted in the verbal
complement, the DO and CC conditions should pattern similarly relative to baseline, with a slowdown observed in
the intransitive condition only. The study’s results will provide insight into the nature of predictive processing in
filler-gap dependencies, with broader implications for the relationship between syntactic representations and

memory constraints.
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1. Example items from [2] demonstrating a manipulation for verb type (intransitive/transitive) and

structure type (gap, island)

Gap: The studio that the students (a) remained/(b) designed peacefully in while the professors conferred was

small and ugly.

Island: The studio that the students who (c) remained/(d) designed peacefully rested in while the professors

conferred was small and ugly.

2. Proposed experimental items showing a simplified baseline without a dependency and an additional CC

level in verb transitivity manipulation

Gap: The accountant that the investor (a) remained reluctantly with/(b) heard reluctantly about/(c) agreed

reluctantly with wanted to implement an alternative financial strategy.

No Gap: The accountant knew that the investor (d) remained reluctantly with/(e) heard reluctantly about/(f)

agreed reluctantly with the new CEO who wanted to implement an alternative financial strategy.

Table 1: Corpus and acceptability data demonstrating that CC verbs subcategorise for DO complements

less frequently than DO verbs taken from the stimuli in [2]

Mean number of total DO complements from Acceptability data demonstrating a significant

100 unique hits in the Corpus of Contemporary | difference between the acceptability of

American English (COCA) for each CC verb in | subcategorisations for DO complements between DO

the same form as that used in our stimuli and CC verbs (n =60) from human ratings on a scale

of1to7

2.6% (range: 0-10%). B =-5.3925, p <.001 From the model:

Mean number of clausal subcategorisations clmm(acceptability _rating ~ Verb_Type +

was higher: 55.2% (range: 18- 87%) (1+Verb_Type| Participant) + (1| Item), items)
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Background: This study examines whether sentence acceptability in Russian and Serbo-Croatian can be
modeled using two factors: Mean Dependency Distance (MDD)[1, 2] and projectivity violations. MDD
measures the average syntactic distance between words, while projectivity violations involve crossing
dependency arcs or arcs passing the root node (see Fig.1-2) [3, 4]. Although previous research extensively
studied MDD as a source of processing difficulty, the role of projectivity violations in acceptability judgments
remains largely unexplored. We investigate whether projectivity violations independently increase processing
load and evaluate their predictive power relative to MDD.

Method: We constructed 5-word kernel sentences in Russian and Serbo-Croatian, two free word order
languages, following the template "Subj Aux V Adj Obj" (e.g., Rus: Ivan budet lovitj boljshuju rybu "lvan will
catch big fish") and generated a full set of 120 permutations of each kernel to serve as stimuli in an
acceptability judgment task. Native speakers of Russian (N=79) and Serbo-Croatian (N=118) rated the
resulting sentences on a 5-point Likert scale. Collected acceptability data were modeled using mixed-effects
ordinal regressions without interactions. Models were compared using Akaike Information Criterion (AIC).
Results: Results in both languages revealed similar trends, though the rating distribution in SC data differs
from the Russian data due to the clitic-second constraint. Both MDD and projectivity violations were
significant independent predictors of acceptability ratings, with higher values leading to lower ratings. In
particular, our models predict that word orders differing with projectivity violations but with equal MDDs will
differ in acceptability. For example, orders Adj Aux Subj Obj V (2 violations) and V Aux Adj Obj Subj (0
violations) both have MDD=2,25. In Russian, the former order is less acceptable than the latter one (mean
ratings 2,34 vs 2,97, t=-2,8, df=143, p <0,01). Furthermore, models based solely on projectivity violations
outperformed those based on MDD (see Tables 1-2). A series of likelihood ratio tests showed that combined
models, accounting for both predictors, achieved a better fit than the baseline and simpler models, while
simpler models achieved a better fit than the baseline (all comparisons statistically significant, p<0,01 with
Holm-Bonferroni correction where applicable). The baseline models consisted of overall intercepts plus
random intercepts for participants and the lexical content of sentences.

Discussion: Our findings show that the projectivity violations metric models the acceptability more
accurately than MDD alone, and the combination of both metrics yields better acceptability models than
either metric alone. We suggest that MDD and projectivity violations engage distinct processing mechanisms
during sentence evaluation. MDD likely reflects working memory constraints: greater syntactic distances
increase the burden of maintaining and integrating dependencies, leading to reduced acceptability (cf.[3]). In
contrast, projectivity violations may disrupt the incremental parsing process that favors immediate
attachment of elements as they are encountered. When dependencies cross or circumscribe the root (V),
parsing becomes less predictable and more costly, even if MDD-related memory demands remain low. This
supports the conjecture that both memory load and incrementality of parsing play a key role in acceptability

evaluations.
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Appendix

Fig. 1. Sentence without projectivity violations. Fig. 2. Sentence with one violation of each type.
(MDD =1,5) (violations marked with red crosses, MDD=2)

TN

AN

Subj Aux \Y% Adj Obj Obj Subj \% Adj Aux
Ivan  budet lovit’  boljsh-uju ryb-u Ryb-u Ivan lovit’ boljsh-uju budet
. will catch.INF  big-ACC fish-ACC fish-ACC |. catch.INF big-ACC will
Table 1. AICs of models with Russian data. Table 2. AlCs of models with SC data.

Model AIC Model AIC

MDD + Projectivity | 24330 MDD + Projectivity | 32434

Projectivity 24420 Projectivity 32486

MDD 24739 MDD 32700

Baseline model 24952 Baseline model 32708
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Additional information about Russian and Serbo-Croatian

Russian and Serbo-Croatian (SC) both belong to the Slavic language family, with Russian classified as East
Slavic and SC as South Slavic. Although both languages canonically follow an SVO word order, they permit
considerable word order flexibility compared to strict word order languages like English. Core syntactic
units—subject, verb, object, and nominal modifiers—can appear in varying linear positions without rendering
the sentence ungrammatical. Deviations from canonical order may however increase processing difficulty,
though contextualized information structure and appropriate prosody can mitigate these effects.

A key difference between Russian and SC lies in the auxiliary verb. In SC, the auxiliary used in past and
future tenses is a clitic that follows the Wackernagel’s Law, requiring it to immediately follow the first word or
phrase of the clause. In contrast, Russian uses the auxiliary byt’ (‘to be’) in future constructions with
imperfective verbs, but it behaves like a regular word without positional constraints. As a result, SC imposes
a strict grammatical constraint on clitic placement, whereas Russian does not (compare examples (1) and
(2)). Beyond this clitic behavior, we are not aware of other grammatical differences that would systematically
affect word order preferences in these languages. In fact, according to syntactic literature, any permutation of
word order in both Russian and Serbo-Croatian simple clauses is grammatical, modulo clitic-second

requirement in Serbo Croatian [5-6].

(1) SC examples with different auxiliary verb positions

a. Andrej je ulovio veliku ribu.
A. AUX  caught big fish

b. *Andrej ulovio veliku ribu je.
A. caught big fish AUX

“Andrej caught a big fish.”
(2) Russian examples with different auxiliary verb positions

a. Andrej budet lovit'  bol'Suju rybu.

A. AUX catch big fish
b. Andrej lovit' bol'Suju rybu  budet.
A. catch big fish AUX

“Andrej will catch a big fish.”
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Conceptual similarity, but not informativeness, shapes evidential systems during learning

Benedek Bartha', Eva Wittenberg', Christophe Heintz', Jennifer Culbertson?
CEU', University of Edinburgh?
bartha_benedek@phd.ceu.edu

The evolution of language systems may be explained in terms of a drive for simplicity, and another
(often competing) drive for informativeness [1]; but whether both drives are present during language learning
is controversial [2]. Evidential marking falls on a continuum of directness, ranging from direct (perceptual,
generally visual) evidence type to indirect (reportative) evidence type, with inferential evidence type in
between. Of the languages of the world that have grammatical evidential marking, all explicitly mark reported
evidence, and the majority mark only that type of evidence [3]. Furthermore, no language has marking for
visual and reported evidence without also marking inferred evidence. This suggests that languages are
sensitive to the continuum of directness: more indirect sources of evidence are more likely to be marked. One
explanation for this pattern is that grammatical evidentiality systems are shaped by a pressure to be informative
(i.e., to mark less expected information, e.g., [4]). However, evidential marking systems may instead be shaped
by a simplicity drive favoring conceptual similarity [5]. Recent work on the learning of evidential systems [6]
does not de-confound these two potential drives, so our experiments aim to do so.

We use artificial language learning to explore which of the two drives is active during learning. In an
extrapolation paradigm, English-speaking participants are trained on sentences for two evidence types and
then extrapolate to the third held-out evidence type (Fig. 1). We measure both accuracy on the two trained
evidence types, and extrapolation choices for the unfamiliar evidence type. Both measures can provide
evidence about the potential influence of conceptual similarity on semantic partitioning, and informativeness
on marking.

Our findings of learning outcomes (Fig. 2) show no learning preference for marking indirect evidence;
however, a binomial logistic regression model reveals greater learning difficulty for the system that disrupts the
conceptual grouping of visual and inferred evidence (Condition 4: 8 =-0.34+0.08, p < .001), suggesting an
influence from conceptual similarity. In Conditions 1 (N=60), 2 (N=61) and 3 (N=60), we also find clear
extrapolation evidence (Fig. 3) for a preference to group visual and inferential evidence types, separately from
reportative evidence type. Binomial tests reveal that participants consistently extrapolate a learned marker
from visual to inferential (Condition 1: p <.001, 69.2%, 95% CI [65.5%, 72.7%]; Condition 3: p <.001, 62.7%,
95% CI [58.8%, 66.5%]), but not from reportative to inferential (Condition 2: p = .119, 46.9%, 95% CI [43.0%,
50.8%)]) evidence type. The extrapolation finding in Condition 4 (N=59) shows that participants prefer a system
that preserves the continuum of evidential directness: grouping reportative with inferential, rather than with
visual evidence type (p < .001, 66.8%, 95% CI [63.2%, 70.3%]), despite the observed overall grouping
preference.

Overall, our results suggest that conceptual similarity shapes the semantic partitioning of evidential
systems during learning, but provide no evidence for an influence from informativeness on marking. These
findings are in line with previous research showing that language is shaped by distinct pressures during
learning and during communication: learning favors simplicity or category naturalness; communication favors

informativeness [7].

198



[1] Kemp & Regier, Annual Review of Linguistics, 2018. [2] Carr et al, Cognition, 2020. [3] Aikhenvald, The
Oxford Handbook of Evidentiality, 2018. [4] Kurumada & Grimm, Cognition, 2019. [5] Maldonado & Culbertson,
Linguistic Inquiry, 2022. [6] Saratsli et al., Cognition, 2020. [7] Kirby et al., Cognition, 2015.

~

Click the buttons to build the report
that you think best fits this event.

sosi bo pamen di

sosi pamenbo sosi pamendi

Fig. 1: Examples of training and extrapolation test trials. Participants learn a visual (‘bo’, left: the boy witnesses
the whole event) and a reportative (‘di’, middle: the boy doesn’t witness the event, only reports it later to his
friend) evidential marker. They then choose to extrapolate one of them to inferential evidence (right: the boy

only witnesses the aftermath of the event).
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Fig. 2: Learning results by condition with mean accuracy on marking choices for the two familiar evidence

types, and 95% confidence intervals.
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Neural speech tracking in a bilingual cocktail party: Does language identity matter?

Maros$ Filip'2, Katefina Chladkova'-2
Institute of Psychology, Czech Academy of Sciences; 2Faculty of Arts, Charles University

filip@praha.psu.cas.cz

Background: What enables listeners to selectively attend to and comprehend a single talker in a multitalker
environment? Research suggests that the brain tracks most robustly and accurately the attended speech
stream (target) while attenuating its tracking of the other, unattended, speech streams (maskers; Kaufman &
Golumbic, 2023). The robustness and accuracy of neural speech tracking can be measured with the EEG
(electroencephalography) as the brain’s oscillatory activity that aligns with the attended speech stream.

The aim of this study is to examine whether language similarity and its familiarity to the listener influence the
accuracy of neural speech tracking in a multilingual cocktail party environment. We consider the two types of
masking proposed in the literature: (1) acoustic masking, which occurs when the acoustic properties of the
attended and unattended speech streams overlap, and (2) informational masking, which arises when the
messages conveyed by the attended and unattended streams interfere. Acoustic masking should be stronger
when the target and masker are identical or similar languages. Informational masking should be stronger when
both the target and masker languages are familiar to the listener and reduced when the masker language is
unfamiliar.

Objectives: The premise is that the brain will track the attended speech stream more robustly than the
unattended speech stream. The hypothesis addressing acoustic masking is that the more dissimilar the masker
language is from the target language, the better is the tracking of the target speech. The hypothesis addressing
information masking is that tracking of the target will be better in cases of unfamiliar masker. To test these
hypotheses, we employ various language combinations Czech (L1, target and masker), English (proficient L2,
target or masker), and Dutch (unfamiliar to listeners, masker); see Table 1. Note that English and Dutch were
selected because they are rhythmical very similar (i.e. have same status of acoustic masking, White et al.,
2012) but differ information-wise (familiar vs. unfamiliar to listeners).

Method: The materials are 25-s podcast clips, narrated by male speakers. Participants (intended n = 40) are
young, normal-hearing adults, native speakers of Czech with good proficiency in English (self-rated as B2 or
better, according to the CEFR). Before the experiment, participants’ L2 proficiency is assessed using LEXtale
(Lemhofer & Broersma, 2012). During the experiment, participants listen dichotically to two different podcasts
and will be instructed to focus their attention only on one. Each participant will be exposed to four different
language combinations (Table 1). EEG will be recorded throughout the experiment. MATLAB and its mTRF
toolbox (Crosse et al., 2016) will be used to fit the temporal response function (TRF), a linear model that
describes how stimulus features influence the neural response.

Predictions: We predict that the L1 target will be tracked more robustly when the masker is a foreign language
compared to when the masker is L1 (stronger acoustic and informational masking). In a masker environment
of L2 (English), participants with lower L2 proficiency, experiencing less informational masking, should track
their L1 more effectively than those with higher L2 proficiency. If L1 is the masker, neural tracking of target will
be more robust if target is an L2 (less informational masking) than if target is an L1 (more informational

masking). Data collection is ongoing; results will be presented at the conference.
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TABLE 1. Language Combinations in the Experiment

Target Language Masker Language Masker Type
Czech (L1) Czech (L1) Acoustic and informational
Czech (L1) English (L2) Informational (proficiency depending)
Czech (L1) Dutch (Unknown) None
English (L2) Czech (L1) Informational (proficiency depending)

Notes: Each participant will listen to these podcast pairs in a different order, with the target ear also

counterbalanced across participants.
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Headnods don’t always mean ‘yes’: Ambiguity in gestural responses to negative questions

Sebastian Walter, Lennart Fritzsche
Goethe University Frankfurt

s.walter@em.uni-frankfurt.de

Background: German exhibits a threefold response particle system: ja (‘yes’) and nein (‘no’) can be used to
affirm negative antecedents, and the specialized particle doch must be used to reject negative antecedents
[1, 2]. In addition to verbal response particles, head gestures, i.e., hods and shakes, can accompany (= co-
speech) or substitute them entirely (= pro-speech) [3]. This paper exclusively focuses on pro-speech uses of
gestural response elements. Previous research suggests that headshakes serve the same purpose as verbal
nein, while headnods correspond to ja [4]. However, in co-speech cases doch often occur with headnods [4],
suggesting that headnods may serve a (secondary) doch-like function, as well.

Method: We conducted two single-trial forced choice experiments in German testing to which extent headnods
can take on a doch-like function. After being presented a written context licensing a negative polar question,
participants viewed video clips where speaker A uttered the negative polar question Sind meine Schuhe nicht
in deinem Kleiderschrank? (‘Are my shoes not in your closet?’), followed by a response of speaker B realized
either through spoken or gestural response elements. To indicate how they interpeted the response element,
they selected one of two images representing either affirmation or rejection of the negative antecedent (cf.
Fig. 1). Experiment | (participants: n = 592) tested four conditions: ja, nein, and pro-speech headnods and
headshakes (each repeated three times). The gestures were kept low in amplitude (HEADNOD-small and
HEADSHAKE-small) to represent neutral, typical instances. Experiment |l (participants: n = 750) investigated
whether modifying headnods would boost a doch-like interpretation. It introduced five response conditions:
spoken ja and doch, a standard headnod (HEADNOD-small), a larger amplitude headnod (HEADNOD-large),
and a nod accompanied by brow furrowing (HEADNOD-furrowing). Brow furrowing was selected based on prior
findings associating it with rejection and increased gestural emphasis [5].

Results: In Experiment |, headshakes patterned with spoken nein, while headnods significantly diverged from
spoken ja (cf. choice proportions in Fig. 2), suggesting headnods do not exclusively convey affirmation. They
can also reject a negative antecedent and thus take on a function akin to doch, in line with findings from
its co-speech uses [4]. Experiment Il replicated the intermediate status of headnods, with HEADNOD-small
differing significantly from both ja and doch (cf. choice proportions in Fig. 2). Contrary to expectations, neither
HEADNOD-large nor HEADNOD-furrowing differed significantly from HEADNOD-small, although the furrowing
condition showed a descriptive trend in the predicted direction. This suggests that gesture enhancements may
have been too subtle or insufficiently salient to override the default ambiguity of the nod gesture.

Discussion: Our findings support the idea that pro-speech head gestures can reflect verbal response particles,
with headnods displaying an ambiguous status between ja and doch in German. The failure to significantly
strengthen the rejecting interpretation through gesture modification points to a high threshold for visual marking
when rejecting negative antecedents, possibly due to the backgrounded status of gestures in spoken language
(e.g., [6]). Future research will explore whether combining multiple visual cues (e.qg., frequency, amplitude, brow

furrowing) or using more naturalistic gesture production can more reliably elicit a doch-like interpretation.
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Figure 1: Forced choice options (left: affirmation of negative antecedent; right: rejection of negative antecedent).
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Figure 2: Proportion of choices for each condition in Experiment | (a) and Experiment Il (b).
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Cross-linguistic structural priming of reciprocal innovations in French-English bilinguals

Foteini Karkaletsou', Gunnar Jacob?, Shanley E. M. Allen’
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Cross-linguistic structural priming in bilinguals (i.e., the observation that exposure to a syntactic structure in
one language facilitates subsequent processing or production of a similar structure in another language) has
been suggested as a key psycholinguistic mechanism underlying contact-induced language change in
language-contact settings [1,3]. Specifically, for grammatical structures which exist in only one language of a
bilingual, cross-linguistic priming may lead to the activation (and eventually also the production) of innovative
structures in the other language. Thus, cross-linguistic innovation priming may constitute a potential pathway
which allows L1-specific structures to enter a bilingual’s L2.
The present study investigates cross-linguistic priming in the processing and production of French

structural innovations in Canadian French-English bilinguals. Unlike previous work, our study focuses on a
single contact setting, namely Canada. The innovations tested were French reciprocal structures in which the
obligatory reflexive s(e) was missing (*lls (s’) embrassent dans la gare ‘They kiss in the train station’), a
structure which is ungrammatical in French, but possible in English. This structure was selected because
Canadian bilinguals have been shown to accept such French innovations more upon repeated exposure [2].

In a self-paced reading experiment in Gorilla, seventy-three French-English Canadian bilingual adults
read innovative French target sentences such as (2), which were preceded by either a structurally similar,
grammatical English prime (1a), a structurally different but otherwise similar grammatical control prime (1b), or
an ungrammatical control prime (1c). To control for adaptation to the innovative French structure during the
experimental session, stimuli were presented across two blocks, with effects determined separately for each
block. As a measure of whether repeated exposure to the innovation during the experiment leads to increased
production of such innovations, participants also completed written production tasks before (pretest) and after
(posttest) the experiment. If it is possible to prime innovations across languages, English primes such as (1a)
should overall facilitate the processing of innovative French structures (2) compared to English primes such
as (1b) and (1c).

Reading times for the critical regions 3 and 4 (rencontrent / sur la plage) revealed significant
interactions between ‘Prime Type’ and ‘Block’, with significant innovation priming in Block 1, but no priming in
Block 2 (Figure 1). In addition, the results also showed a significant main effect of ‘Block’, with faster reading
times in Block 2 than Block 1, suggesting that participants adapted to the innovative structure during the
experiment. Moreover, although the participants produced numerically more innovations in the posttest (57)
than in the pretest (36), this difference was not significant.

Overall, our findings suggest that cross-linguistic priming can also occur for innovative structures which
do not exist in the target language yet. The fact that priming took place only in self-paced reading indicates
that speakers might rely on similar input from the other language to process innovations, but probably only at
initial stages of encountering such structures. Innovation priming in production may have to overcome a
participant’s reluctance to produce ungrammatical sentences, which may require extensive cumulative

exposure over an extended time period.
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Table 1. Set of conditions for the English primes and the French targets in the self-paced reading task. The

slashes indicate regions of presentation.

English primes

Condition

(1a) The writer / and the editor / meet / at the cafe / in the city.

Bare main verb (structurally
similar prime)

(1b) The writer / and the editor / meet each other / at the cafe / in the city.

Complementation each other on the
main verb (grammatical control prime)

(1c) The writer / and the editor / *each other meet / at the cafe / in the city.

Complementation each other on the
main verb (ungrammatical control prime)

French target

Condition

(2) Le sculpteur / et le sorcier / *rencontrent / sur la plage / dans la nuit.
‘The sculptor / and the sorcerer / meet / at the square / in the night.’

Bare main verb
(no preverbal se, ungrammatical)

Figure 1. Distribution of raw reading times (ms) for target regions 3 and 4 combined per block of presentation

(first vs. second) and English prime condition. The black dot within each box indicates the mean reading time

per condition per block (also provided as text in the plot).
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Between conflict and causality: the connective “but” in discourse processing and recall
Clara Seyfried & Yuki Kamide
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Background: Discourse connectives (e.g., “and” (additive), “because” (causal), “then” (temporal)) have long
been considered the most distinctive markers of discourse coherence [1]. Indeed, children’s understanding of
connectives appears to be indicative of linguistic and non-linguistic academic abilities [2]. However, past
research has frequently shown mixed results as to whether the presence of connectives influences discourse
comprehension [3, 4, 5]. A possible explanation [6, 7] could be that effects of semantic relationships between
discourse units are much larger than the effects of discourse connectives, as found for discourse processing
and recall in our study presented at AMLaP 2024. For example, in “I got wet because it was raining”, the
strength of the relationship between rain and getting wet likely has a much greater impact than the presence
of “because”. Since causality has been found to be less often explicitly marked with a connective than other
relations [8], suggesting that it is the default continuation relationship (“causality-as-default” [9]), our previous
study measured the effect of the causal connective “because” at three levels of causal relatedness. Our
findings demonstrated that “because” sped up discourse processing across all levels of causality, but
particularly for strongly related items. In the present study, we now explore whether the effect of the
contrastive discourse marker “but” mirrors that of the causal “because”, hypothesising that “but” might only
facilitate discourse processing for relations that are very weakly causally related (i.e., standing in
opposition/conflict). Method: Our online study systematically manipulates Connective Presence (presence /
absence of “but”) and Causal Relatedness (strongly / moderately / weakly related) between propositions (see
(a)). We use LME (reading times) and GLME (delayed recall rates) models to investigate the interplay
between online processing and subsequent memory. Our 432 target items (see (a)) and 36 filler items (see
(b)) were adapted from our previous study and further validated. Items were distributed across lists (72
targets per participant). Participants (final sample N = 113) completed a proposition-by-proposition self-
paced reading task on Gorilla [10] wherein the first two displays contained the first and second proposition
respectively, followed by both together in the third display in each trial. Every 18 trials, participants completed
discourse fragments containing one complete and one incomplete proposition with a cue (see (c)). Results:
Residual reading times on the second display indicate a main effect of Connective (p = .03), suggesting that
“but” slowed down processing. On the third display, we observe a significant interaction between Causality
and Connective (p = .01). Specifically, in the presence of “but”, weakly related items were read faster,
whereas strongly causally related items were read more slowly (see (d)). In the absence of “but”, strongly
causally related items were read the fastest. As in our previous study, we observe that strongly causally
related and weakly related items were remembered better than moderately related ones (see (e), p < .01).
Discussion: It has been previously observed that causal relations are processed easier than non-causal
ones [11]. Our results suggest that while the possibility of causal interpretations might facilitate processing,
congruence of discourse connective and relation type also matters. We find that the presence of the
contrastive marker “but” can facilitate or inhibit processing depending on the relation it appears in. However,
effects on memory recall continue to be driven by relation type only. Based on these results, we argue that

future research should place greater emphasis on exploring the effects of different relation types.
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(a) Example Target ltem Set (HC: Highly Causal, MC: Moderately Causal, WC: Weakly Causal; CP:
Connective Present, CA: Connective Absent)

1) HC / CP: The teenager had drunk too much last night, but they had a hangover.
2) HC / CA: The teenager had drunk too much last night. They had a hangover.

4) MC / CA: The teenager had drunk only little last night. They had a hangover.

(

(

(3) MC / CP: The teenager had drunk only little last night, but they had a hangover.

(

(5) WC / CP: The teenager had drunk almost nothing last night, but they had a hangover.
(

6) WC / CA: The teenager had drunk almost nothing last night. They had a hangover.

(b) Example Filler Item Set (Temporal Structure)

The position of the discourse connective “after” (first or second proposition) was balanced (18 each).
(1) Connective Position 1: After all the snow had melted, the week ended.

(2) Connective Position 2: Chao walked past Westminster Abbey after taking a selfie.

(c) Example Recall Tests

Out of 108 item sets, half had a gap to fill in the first proposition (e.g., (1)), and half in the second proposition
(e.g., (2)). The complete proposition visible and the position of the gap were held constant across all 6
conditions for each item. The subject or first word of each clause served as a recall cue.

(1) Gap Position 1: The teenager ..., but they had a hangover.

(2) Gap Position 2: After all the snow had already melted, the week...

(d) Results Discourse Processing (e) Results Memory Recall

Residual Reading Times for Display 3 Memory Recall Scores

Connective Connective

| with | with

without

.

without

Residual Reading Times (ms)
Memory Recall (%)

Display 3: Proposition 1 + Proposition 2

derate weak

Causality Level Causality Level
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Visuospatial cognitive load disrupts predictive gaze behavior but not prediction
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Background: Simple semantic predictions are often assumed to be driven by more automatic processes
such as spreading semantic activation. However, both visuospatial [1] and phonological [2] cognitive load
manipulations have been shown to reduce predictive gaze behavior when processing simple semantic
sentences in Visual World eye-tracking studies. This has led to questions about the automaticity of predictive
language processing. It is unclear at what level (e.g., linguistic, visual, or decision) predictive gaze behavior
is affected by increases in visuospatial or phonological cognitive load and whether these effects are
mechanistically similar, domain-general effects of cognitive load or mechanistically distinct, domain-specific
interferences.

Method: We conducted an EEG (n = 33) and a visual world eye-tracking experiment (n = 39) with a diverse
group of moderate to highly proficient L2 English speakers. In both studies, participants heard semantically
predictable or unpredictable sentences such as The waiter/runner brings/remembers the plate.

EEG: Participants completed a concurrent visuospatial working memory task (modified Corsi block task;
remember 4 indicated squares out of a 9 square array). Participants saw 9 squares and in half of the trials 4
of them would be indicated. Participants then heard the sentence, selected the best fitting sentence, and, if
previously indicated, recalled the squares in the order and location they were previously shown.
Eye-tracking: Participants completed blocks of Visual World trials in each of three conditions: Control,
concurrent visuospatial (remember 4 squares as in the EEG experiment), or concurrent phonological
(remember a list of 5 semantically/phonologically unrelated 2-syllable words).

Results: In the EEG study, we used a Bayesian ANOVA to analyze the N40O over the region of interest from
300-500 ms. We found overwhelming evidence for the effect of predictability (BF10>1000) and moderate
evidence for an absence of an effect of visuospatial cognitive load (BF1 = 7.5782). In the eye-tracking study,
a linear mixed effect model shows significant effects of predictability, visuospatial load, and phonological
load, with both load conditions leading to reduced predictive gaze behavior. A divergence point analysis
(Figure 2) suggests that the onset of prediction was delayed only in the concurrent phonological condition.
Discussion: In experiment 1, we found evidence against the effect of visuospatial cognitive load on N400
amplitude. In experiment 2, we found that the same visuospatial manipulation significantly reduced predictive
gaze behavior. However, the onset of predictive gaze behavior is similar to the control condition. These
findings suggest that visuospatial load does not affect the preactivation of a target word, as the N400 is not
impacted (Exp1) and listeners can make predictive looks at the same time as a control condition (Exp2).
Instead, the disruptions seen in predictive gaze behavior are more likely to be occurring at the integrative
decision level, with increased visuospatial cognitive load reducing the strength of the spatial representation
of the objects in the visual array. Furthermore, the results of experiment 2 suggest that visuospatial cognitive
load is likely to be mechanistically distinct from phonological cognitive load, as evidenced by the much later
onset of predictions in the phonological load manipulation. Together, these findings suggest specific
interference mechanisms at multiple levels as opposed to a more domain-general effect of cognitive load and

that disruptions in predictive gaze behavior may be disruptions in gaze behavior but not prediction.
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Figure 1. N40O event related potentials evoked upon hearing semantically predictable (solid lines) or
unpredictable (dotted lines) sentences either with (red lines) or without (blue lines) a concurrent visuospatial
cognitive load. In the visuospatial cognitive load condition, participants had to memorize the order and

location of four squares before hearing the sentence.
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Figure 2. Divergence point analysis and fixation proportions for participants listening to semantically
predictable sentences. Participants completed each of three experimental blocks, a control block consisting
of standard visual world trials, a phonological load block in which participants had to remember a list of five
words, and a visuospatial load block in which participants had to remember the order and location of four
squares.
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Integrating language model embeddings into ACT-R
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Lexical decision tasks exhibit associative priming [1]: exposure to a word p leads to shorter response
times (RTs) on a subsequent target word ¢ if p and t have associated meanings. This is often explained
via automatic spreading activation from p’s representation to f's, as a function of their similarity. One
principled way to define gradient similarity uses the cosine between multi-dimensional embeddings
learned in language modeling tasks (CoSim) [2-5]. E.g. [2] show that a slope for CoSim improves a
regression’s predictions for target RTs in [6]'s large dataset. Still, these regressions do not provide a
model of priming, or capture more complicated patterns, e.g. that similarity has a larger effect for
low-frequency words [7]. We go further here, showing that we can incorporate CoSim within a simple
mechanistic model of lexical decision in the ACT-R framework [8-9]. ACT-R’s relationships between
CoSim-based similarity, past use, and retrieval speed can then successfully predict observed RT patterns.
ACT-R models simulate processing as a sequence of symbolic operations in pre-defined modules: e.g.
[9-10] simulate lexical decision as a sequence of visual uptake, retrieval of a chunk from memory (the
target’s lexical representation), and motor execution. The ACT-R retrieval time of chunk i is an inverse
exponential function of i's activation (Eq 1), itself determined (Eq 2a) by base-level activation B; reflecting
frequency and recency of past use, plus spreading activation reflecting similarity S; to chunks j in current
attention. This latter component can drive priming effects, but to model them in detail, we require a
scalable, gradient function for similarity in meaning, instead of ACT-R’s native similarity function relying on
discrete matching between hand-coded features (animacy, number, etc.); this is where we use CoSim.
Method. To [9]'s model, we add S; values within the range [0, ¢], where ¢ is a free scaling factor, and S;
approaches ¢ as CoSim increases (Eq 2b). We conducted initial comparisons to identify the best word
embeddings suitable for our task, observing that priming effects are best correlated with CoSim computed
over word2vec [11] and layer-0 BERT [12] embeddings extracted in isolation, consistent with [5].
Simulations. We use RTs from a primed lexical decision task with 200ms SOA (Fig 1), taken from [6],
including 6331 unique prime-target pairs across a variety of relations. We conduct simulations with
pyactr [9] and evaluate the Spearman rank correlation (p) between predicted and observed RTs (Table
1). Models 1-2 simulated RTs from activation values based on only CoSim/S;, M3 based on only
frequency/B;, and M4-5 based on both components in Eq 2A. The latter models correlate the best with
human RTs, and produce the similarity/frequency interaction observed in the human data (Fig 2).
Discussion. Incorporating language model embeddings into ACT-R, while treating spreading activation
and frequency as joint components of activation, allows us to model associative priming in a fixed,
scalable, and interpretable way. We intend this as a proof of concept, and a first step. Future work may
extend this model for other similar tasks [3], or expand it to model potential directional asymmetries in

spreading activation via fan effects, or participant-specific associations using fine-tuned language models.
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Equation 1. Retrieval time
of chunk j given activation
A, In our simulations, we
set free parameters F and f
to approx 0.36 following fits
in [9].

m
2A.A =B + Y S + €
i i =1 ji

Equation 2A. B, is the base-level
activation of chunk i, estimated from
frequency following [9]. S; is the
strength of association between i
and some chunk j, which is summed
across all m chunks in attention. ¢ is
noise (here, set to zero). In our
model, i is the target, and we
consider only the single prime as j.

Table 1. Spearman correlation between observed RTs and ACT-R
model predictions based on CoSim from word2vec (w2v) and
BERT, and frequency. Frequency was estimated using wordfreq
[13]. Applying William’s T2, we note that M4 significantly

outperforms M3 (p < 0.001).

750 A

2B. Sﬁ = @ *max {0, cos(Vi, Vj)}

Equation 2B. Our adapted
equation for S;, which is sensitive
to the CoSim of prime and target
word embeddings (V,, V). ¢ was
fit by grid search. Note: for pairs

with CoSim < 0 (very few), S; = 0.

ACT-R Model P

M1. Cosine (w2v, ¢=1.0) 0.20
M2. Cosine (BERT, ¢=1.0) 0.21
M3. Freq 0.41
M4. Freq + Cosine (W2v, ¢=4.0) 0.45
M5. Freq + Cosine (BERT, ¢=3.0) 0.43
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Figure 1. Observed vs. ACT-R-Predicted RTs using w2v (M4) and BERT (M5) CoSims. Unit slope in red.
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Figure 2. Observed and ACT-R-predicted RTs using w2v (M4), averaged over CoSim and freq. bins.
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Contrastive Prosody and Pragmatic Meaning: Evidence from Korean L2 Speakers of
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Background: In L2 processing, the interface between linguistic and language-external domains is
known to be inherently challenging, due to incomplete representations or cognitive burdens in integrating
various sources of information [1]. Despite ample evidence from L1 literature suggesting that prosodic cues
in English can be used to derive pragmatic meaning [2,3,4], whether L2 speakers are also able to map
prosodic information onto pragmatic inferences remains an open question. In a series of two experiments,
this study examines whether L1-Korean learners of English can select the intended referent more effectively
by utilizing the contrastive pitch accent (Experiment 1), or by combining the contrastive pitch accent and the
rising boundary tone as a composite prosodic cue (Experiment 2).

Experiment 1: Experiment 1 tested whether L2 speakers were sensitive to the function of the L+H*
accent in evoking a set of contrastive alternatives in the given discourse context. Fifty-five L1-Korean
learners and 32 L1-English speakers participated in a picture selection task with pairs of instructions (Click
on the silver curtains. Now click on the CHERRY curtains). There were four experimental conditions, which
varied by location of the pitch accent (noun/adjective) and whether the pitch accent fell on contrastive or
repeated information (felicitous/infelicitous). In contrast to the patterns of Mandarin L1 speakers found in
previous literature [5], even highly proficient Korean speakers did not exhibit any facilitation effect on RTs for
felicitous conditions, unlike L1 speakers who responded more quickly when the pitch accent was used
felicitously. This supports the idea that the mapping between pitch accents and pragmatic processing
remains to be a challenge for L2 speakers, especially when the prosodic element is absent in their L1.

Experiment 2: Experiment 2 investigated whether L2 speakers can infer that the intended meaning
is the negated form of the utterance when the L+H* accent and a rising boundary tone are used together as
a composite prosodic cue. For example, upon hearing “It LOOKS like a puppy,” with a rising boundary tone
at the end, listeners assume that it resembles a puppy, but it isn’t actually one. Using It looks like X
constructions from [6], 55 Korean learners and 32 L1 speakers performed a binary picture task where they
heard sentences either with a Noun Focus (NF) or Verb Focus (VF) and were asked to select the picture that
corresponds to the sentence. Contrary to previous findings, L1 speakers did not demonstrate any difference
between focus types, while the proportion of non-prototypical image selection was higher in the VF condition
for L2 speakers. Possible reasons for such unexpected patterns may be due to L2 speakers’ heavy reliance
on boundary tone due to the prosodic system in their L1, and differences in task design.

Discussion: The current findings suggest that although the prosody-pragmatics interface is difficult
for L2 speakers, their sensitivity may be affected by various factors, such as type and location of the prosodic
cue. Although more research is needed to determine the cause for L1 speakers’ lack of reliance on the
composite prosodic cue, such patterns indicate the need to consider the complexities of prosodic elements

and pragmatic factors in L2 processing.
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When learning something new, the presence of an accompanying linguistic label can facilitate forming
categories and activating category knowledge. This ‘label advantage’ effect [1-3] occurs when labels (novel
words) accompany novel objects [4], tactile patterns [5], or odor categories [6], during the learning process.
However, the effect of novel linguistic labels on how we learn entire events or actions remains unexplored. No
previous research exists on the potential effects of novel labels on learning how to carry out, and not just
recognize, novel actions. This study therefore investigates whether the presence of novel linguistic labels
during learning facilitates both the memorization and performance of novel actions.

We conducted a large-scale learning experiment at Lowlands music festival in the Netherlands in
which participants (n=297, ages 18 - 55) tried to learn four novel line dance move sequences, after which they
did a performance and a memory test. All participants were native Dutch speakers, and as requested by the
festival organization, harsh exclusion criteria were avoided so that the majority of festival attendees could
participate in this study. They partook in one of three conditions: a novel word label condition (n=105), a hand
gesture label condition (n=97) or a no-label control condition (n=95). By comparing novel word labels and (non-
linguistic, visual only) gesture labels, we aimed to test whether specifically the linguistic nature of the novel
word labels causes the label advantage effect, or whether the process of labelling itself is sufficient. First,
participants went through a three-stage learning phase (exposure, practice & final rehearsal) involving an
instruction video in which a dance instructor demonstrated the dance sequences and gave instructions to
practice. Participants in the novel word label condition received a novel linguistic label to accompany each
dance move sequence (GAM, ZOL, GOL and ZAM, controlled for phonetic frequency). Participants in the
gesture label condition received pictures of different non-iconic hand gestures (e.g., a balled fist with a pointed
thumb), and the no-label condition participants received no labels whatsoever. After the learning phase,
participants completed a performance test where they acted out each dance sequence and were scored live
on their performance. They were scored on whether they performed the correct movement, and on how well
they performed the movement. After the performance test, participants completed a memory test. The memory
test asked questions about the order of individual movements within the dance sequences, and questions that
tapped into participants’ memory of the accompanying labels. Only participants in the novel word label and
hand gesture label conditions were asked to fill out this second part of the memory test.

Participants reached an average accuracy of 64.2% in the performance test and 61.3% in the memory
test, which is quite high. Contrary to our expectations, however, we found that the participants who received
no accompanying labels at all scored significantly higher than participants who received novel word labels or
gesture labels on both the performance test (Figure 1) ($=0.94, SE=0.21, z=4.49, p<.001) and the memory
test (Figure 2) (B=0.97, SE=0.30, z=3.28, p<.05). There were no differences between the novel word and the
gesture label conditions. We reconcile these findings with those in previous studies by reasoning that (i)
learning to categorize static objects is different from learning dynamic action sequences, and hence the
presence of (noun-like) artificial labels also functions differently. Moreover, for dynamic concepts, different
types of labels may be more appropriate, such as novel labels that are clearly verbal in nature (e.g., ZAMMING

rather than ZAM). Second, learning how to actually carry out novel action sequences may require a different
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learning strategy than just learning to perceptually categorize or discriminate novel actions. These findings
contribute to our understanding of novel action learning, allowing us to further investigate what it is about the

nature of actions that causes this unexpected lack of the label advantage effect.
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Figure 1: Accuracy in performance of dance sequences
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Figure 2: Accuracy in memory of dance sequences
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Background: The project investigates how a structural prediction based on the selectional
properties of the matrix verb influences subsequent parsing of ambiguous relative clauses
(RCs) with code-switching. The design and RQs are based on experimental evidence that a
perception verb favors the eventive complement (or pseudo-relative) over the entity one
(DP+RC) [1], [3], [4]. It triggers a structural prediction for the clause complement, where the
complex DP is the grammatical subject (1b). In this modification, the lower NP cannot be the
doer of the activity expressed by the VP. As a result, people prefer HA in sentences with a
perception verb even when they are presented with restrictive RCs (1a). Alternatively, CS
can impose a prosodic break at the place of language change (2), and RC parsing can be
performed by the prosodic structure of the sentence with CS: a prosodic break before ‘that’
favors HA, a break after the first head noun favors LA [2].

Method: Adult Norwegian-English, Russian-Norwegian, Portuguese-English, Spanish-
English and Catalan-English speakers, advanced in their L2, participated in three SPR
experiments reading sentences (one word at a time) and comprehension questions (two
answer choices) on a computer screen. Exp.1 tested the parsing effect of a structural
prediction in English (L1/L2) in sentences with full and reduced RCs (p.3). Exp.2 elicited a
parsing effect of CS. Exp.3 checked what has a stronger effect on RC parsing, a structural
prediction or a place of CS. CS in Exp.1 and 3 was kept constant L2 -> L1: English->Catalan,
English->Portuguese, English->Norwegian, Norwegian->Russian.

Results: Exp.1: Reduced RCs, globally ambiguous to the eventive SC (p.3) return HA and
longer response time. Full RCs demonstrate LA and a tendency to slow down the RT at the
embedded verb, a place where the prediction for the eventive complement can be discarded.
Exp.2: Only L2ers speaking HA+LA languages show light sensitivity to the place of CS in RC
resolution. CS does not increase the processing load during sentence parsing. Exp.3: Full
RCs with CS are processed like unilingual English full RCs — no effect of a perception verb
on RC resolution, but increased in RTs at head nouns and the embedded verb.
Discussion: A structural prediction triggered by a perception matrix verb shapes RC
processing, irrespective of the place of CS. A possible prosodic break forced by CS is not
strong enough to shape RC resolution. In general, two languages integrate seamlessly and

follow the structural prompt available.
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(1a) Guille vio [op al amigo del vecino [rc que hablaba de futbol en el patio]]

Guille saw the friend-ACC of the neighbor-Gen who talked about football on the patio
Spanish, restrictive RC-reading: Guille saw the friend of the neighbor who talked about football...
(1b) Guille vio [cp [pp al amigo del vecino] [cp que hablaba de futbol en el patio]]]

Guille saw the friend-ACC of the neighbor-Gen who talked about football...
Spanish, eventive reading: Guille saw the talking about football done by the friend of the neighbor
(2a) HA: Bill called the friend of the neighbor [preak) [RC that was talking about football]
(2b) LA: Bill called the friend preak) of the neighbor [RC that was talking about football]

Design: a. Bill saw/called the friend of the neighbor que hablaba de futbol en el patio

b. Bill saw/called the friend del vecino que hablaba de futbol en el patio

Participants: Experiment 1 Experiments 2 and 3

I ST T T O
English 28.6(19-53) n/a Norwegian-English 25.5(19-54) 90.5 (72-100)
Portuguese-English 30 23.4(18-38) 85.7 (75-98) Russian-Norwegian 34 29.5 (19-56) 80.5 (60-100)
Norwegian-English 34 25.5(19-54) 90.5(72-100) Portuguese-English 30 23.4(18-38) 85.7 (75-98)
SpanishCatalan-English 30 26.5(18-38) 83.3 (72-95) HeritageSpanish-English 20 22.5(18-31) Spanish: 95 (88-97)
Armenian-English 30 20.6 (18-28) 83.6 (72-92) Catalan(Sp)-English = 26.5 (18-38) 93 (87-100)

Results: Answer choice
Due to space limitations, only the results of answer choice (proxy for RC resolution) are

presented here. At the conference, reading and response time would be reported.
Experiment 1: full RC vs reduced RC in English Experiment 2: parsing effect of place of CS

Answer Choice

Answer choice: Effect of code-switching
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Selected examples of global ambiguity between full RC and eventive CP (pseudo-
relative, Grillo & Costa, 2014)

Ambiquous in Spanish:

(1a) Guille vio [pp al amigo del vecino [rc que hablaba de futbol en el patio]]
Guille saw the friend-ACC of the neighbor-Gen who talked about football on the patio
Spanish, restrictive RC-reading: Guille saw the friend of the neighbor who talked about football on the patio
(1b) Guille vio [cp [pp al amigo del vecino] [cp que hablaba de futbol en el patio]]]
Guille saw the friend-ACC of the neighbor-Gen who talked about football on the patio
Spanish, eventive reading: Bill saw the talking about football performed by the friend of the neighbor
Non-ambiquous in English:

(1c) Bill saw [cp (that) [pp the friend of the neighbor] [ve was drinking coffee]]

(1d) Bill saw [pp the fired of the neighbor [rc that was drinking coffee]]

Selected examples of global ambiguity between reduced RC and eventive SC
(reduced pseudo-relative, if following the terminology of Grillo & Costa, 2014)

Ambiquous in English:

(2a) Bill saw [sc [pp the friend of the neighbor] [ve drinking coffee]]
(2b) Bill saw [pp the friend of the neighbor [rc drinking coffee]]

Non-ambiquous in Norwegian:

(2c) Maria sa [sc [pp vennen til naboen [vp snakke om fotball pa telefonen]]
Maria saw the friend-ACC of the neighbor-Gen talk-INF about football on the phone

Target languages: Ambiguity between the restrictive RC (DP+RC) and the eventive

complement (CP or SC)
language family attachment full CP

English (Germanic) non-ambiguous ambiguous
Portuguese (Romance) LA non-ambiguous non-ambiguous
Norwegian (Germanic) LA non-ambiguous non-ambiguous
Spanish (Romance) HA ambiguous ambiguous
Catalan (Romance) LA! ? non-ambiguous ambiguous
Armenian (Armenian branch) HA non-ambiguous (")ambiguous
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No Evidence for Syntactic or Semantic Interference in Hindi Subject-Verb Processing

Kanika Sachdeva'!, Himanshu Yadav!
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Comprehending a sentence requires us to identify and connect together linguistically related pairs of words. For
example, we must identify the correct subject of the verb to complete the subject-verb dependency. Cue-based
retrieval theories [1, 2, 3], propose that identifying a target chunk is driven by a content-addressable search in
memory, i.e., using retrieval cues such as subject, number, etc. A key prediction of cue-based retrieval theories
is similarity-based interference: When multiple items in memory share similar features to that of the target item,
it causes difficulty in retrieving the target. For example, in processing a subject-verb dependency, a search is
triggered at the verb to identify the target subject noun using retrieval cues such as [subject]. If other nouns
in memory match the [subject] cue, a difficulty arises in retrieving the target subject noun. Consequently, the
retrieval times at the verb will be slower when multiple nouns match the [subject] cue, e.g., in condition (a),
compared to condition (b). This predicted effect is called syntactic interference [3]. Similarly, when multiple
nouns match the verb’s semantic cues, such as the animacy cue, e.g., in (c) versus (d) it is predicted to cause
semantic interference [4]. Syntactic and semantic interference effects have been consistently observed in
English [3, 4, 5, 6], providing strong support for cue-based retrieval theories. Due to their broad empirical
coverage, these theories have been highly influential in sentence processing literature. However, recent self-
paced reading and EEG data from German unveil a huge empirical challenge: No syntactic interference is
observed in German, and there is weak evidence for semantic interference [7]. Data from German questions
the cross-linguistic validity of similarity-based interference and the cue-based retrieval assumption. Given the
theoretical importance of similarity-based interference and the open question of its generalizability to non-
English languages, we attempt to replicate syntactic and semantic interference effects in Hindi, a language
with rich case-marking system and verb-final typology similar to German. Experiment (N;tcms= 40, Nsupjects=
98) consisted of a centered self-paced reading task with a factorial design of 2 x 2. Syntactic and semantic
interferences were introduced by manipulating a distractor noun such that it matched the target noun in syntactic
feature (+nominative) and semantic feature (+animate) respectively, resulting in 4 conditions for each item
(see sample stimuli 1a-1d). The cue-based retrieval theories [2] predict syntactic interference - a slowdown in
reading times at the verb in conditions (1a) and (1b) compared to (1c) and (1d), and semantic interference —
a slowdown in (1a) and (1c) compared to (1b) and (1d).

Reading times at the verb were analysed using Bayesian linear mixed models with syntactic interference, se-
mantic interference and their interaction as fixed effects and by-subject and by-item random intercepts and
slopes. The estimated semantic interference is largely in the positive range [95% Crl: 0,45]. While the esti-
mated syntactic interference [95% Crl: -38,6] goes against the prediction of the cue-based retrieval. Bayes
factors provided anecdotal evidence for semantic interference and no evidence for syntactic interference (see
Figure 1). Results contribute to a growing body of evidence that working-memory effects are weak or absent
in verb-final languages like Hindi and German. Our findings cast doubts on the cross-linguistic generalizability

of cue-based retrieval, demanding a new theory that can explain data across typologically different languages.
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(a) The attorney"%i°* whose secretary had forgotten that the visitor %" was important frequently complained*“"/**' about ...

(b) The attorney™*“*/°“* whose secretary had forgotten about the important visitor frequently complained®""/““* about ...
(C) The attorney , ,,.i...:. Whose secretary had forgotten that the visitor. ;... was important frequently complained""““ about ...
(d) The attorney . ,,i,.q: Whose secretary had forgotten that the meeting was important frequently complained“””"“'* about ...

Table 1: Sentence pairs demonstrating predicted interference effects due to syntactic and semantic distractors.
In sentence (a) vs (b), the presence of syntactic distractor noun visitor is assumed to interfere in retrieval of the
target subject attorney at the verb complained because the distractor visitor matches the retrieval cue [subject]

at the verb, in contrast to condition (b) where no other noun matches the subject cue.

Effect Sizes with 95% Credible intervals

Effect size (ms)
o

-25

syntactic semantic interaction
interference interference
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Bayes Factor for Syntactic Interference

0.0
NN B @ NN P NG S NSD
& ¥ & & S & ¥ O Y Y & &
N b O b > Q° NN ) Ny Q1 Ny
S N & X ¥ R
Prior on the effect of Syntactic distractor Prior on the effect of Semantic distractor

Figure 1: Posterior distributions showing the estimated effect sizes for syntactic and semantic interference
and Bayes factors showing weak evidence in favor of semantic interference and no evidence for syntactic

interference.
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A sample experimental stimulus from Hindi consisting of four conditions.

1a

1b

1c

1d

Syntactic and semantic interference condition

ek makaanmalik "o""""c jiska kirayedaar "°""*'"*¢ ka| scooter udhaar le-gaya-tha

+animate +animate

an palda| Oﬁ:lce ja_rha_hainr)//l[/m///'(,

animate

A landlord.Nominative whose tenant.Nominative yesterday scooter borrow take-go-Past

today by-foot office go-PROG-Present, ...

Only syntactic interference condition

ek makaanmalik "o7"""*""*¢ jiska scooter """ ka| ped-ke-pas chhoot-gaya-tha aaj

+animate

paidal office ja-rha-hai’ o mative -

animate

A landlord.Nominative whose scooter.Nominative yesterday tree-Locative left-go-Past

today by-foot office go-PROG-Present, ...

Only semantic interference condition

ek makaanmalik "2""""""¢ jisne kirayedaar-ko

+animate

kal scooter udhaar de-diya-

+animate

tha aaj paidal office ja-rha-hai o/ matve

animate

A landlord.Nominative who-Ergative tenant-Dative yesterday scooter.Accusative lend

give-give.Perf-Past today by-foot office go-PROG-Present, ...

No interference condition

ek makaanmalik [""""*"*¢ jisne scooter-ko kal ped-ke-pas chhod-diya-tha

+animate

aaj paidal office ja-rha-hai’ o matve

A landlord.Nominative who-Ergative scooter-Accusative yesterday tree-Locative left give-

Past today by-foot office go-PROG-Present, ...
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On the suitability of LLM output as an experimental data source in German: Evidence from
GPT-40, LLaMa 3.1 70B and LLaMa 3.1 8B

Franziska Kretzschmar', Sandra Hansen', Christian Lang’
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kretzschmar@ids-mannheim.de

Background: The human-like output of large language models (LLMs) has initiated investigations on
whether LLMs may be a valid experimental data source in addition to humans [1-3]. LLMs have been tested
on different tasks (e.g., ratings on lexical-semantic dimensions, sentiment analysis, comprehension [1-2,4-
5]). The results suggest that despite the qualitative similarity of LLM-based and human-based results, LLM-
generated data often show a tendency to over- or undershoot human data. As argued in [1], this may lead to
differences in effect sizes between LLMs and humans, and further research is needed to analyze the
robustness of this pattern across LLMs, tasks and languages. Here, we present a study in which we
compare LLMs and humans presented with a semantic association task, asking to what extent the data sets
diverge at trial level. Our study adds three novel aspects to the existing literature: 1) we use an association
task in which NPs are to be rated according to their association with a social gender. Social gender, i.e. the
association of a word’s lexical meaning with a person of female or male gender, establishes an associative
relation [6]. So far, it has been found that LLM priming effects are smaller for associative (vs. semantic)
relations [4]. 2) we use German as a target language to test LLMs mainly trained on English. 3) we compare
the performance of three LLMs of varying size. Method: We selected 116 German NPs to be labelled for
their association with a social gender (female, male or none) and rated for association strength. This task
was used to prompt three LLMs (ChatGPT4o, Llama 3.1 70B Instruct, Llama 3.1 8B Instruct), each instructed
to generate 33 iterations. Additionally, 132 human participants from Prolific performed the same task, each
with a subset of the NP list so that the number of trials per NP was identical for humans and LLMs. We use

majority votes and compare by-item agreement across trials. Results: The confusion matrix (Table 1) shows

that GPT4o0 generates the most human-like responses (labels), which is supported by the highest precision,
recall and F1 scores. Llama 3.1. 8B performs worst: Most NPs are falsely associated/labelled with a male
social gender. Figures 1 and 2 show that the distribution of associative gender labels across trials differs
between LLMs and humans. LLMs show more items with perfect agreement of 1 across trials (i.e. the same
label for all trials), while there are only two items with an agreement of 1 for humans (Fig. 1). Also, GPT40
shows more items with an agreement < 1 than the other models, Llama 3.1 8B exhibits an agreement < 1 for
only one item. Finally, there is divergence for NPs with agreement < 1 in that humans use all three labels
(male, female, none) on trials for a single NP item (Fig. 2b), whereas LLMs generate either male+none or
female+none, but not male+female associations for an NP (Fig. 2a). Discussion: Our study is among the
first to compare the behavior of 3 LLMs with humans in an association task. While, superficially, there is
overlap in labels and association strength (Fig. 3), the distribution of responses across trials for individual
items differs noticeably. This suggests that LLM task performance is qualitatively different at the level of the
single item response, confirming that associative relations may pose a challenge for LLMs to perform
human-like. Our data also show that LLMs differ vastly from one another on this task in German and that
LLMs trained on English are still able to produce interpretable, though not fully human-like, German output.

Overall, this implicates limited potential of LLMs as an experimental data source to save research resources.
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NP examples
We used NPs of all grammatical genders (masculine, feminine, neuter) in German.

Grammatical Gender (number of items) | Examples

Masculine (N = 30) der Hippie (,hippie‘), der Vormund (,guardian), der Barkeeper
(,bartender®)
Feminine (N= 47) die Autoritat (,authority®), die Fiihrungskraft (,manager’), die

Aushilfe (temporary staff‘)

Neuter (N= 36) das Unschuldslamm (innocent lamb‘), das Scheusal
(,monster*), das Idol (,idol")

Ambiguous gender marking (N = 3) das/der Balg (‘annoying child’), der/die/das Miindel (‘ward’),

der/das Gegendtiber (‘opposite (person)’)

LLM prompt

{"role": "developer","content": [{"type": "text","text":

"You are a helpful assistant who answers whether a German noun is more likely to be associated with a male
person or a female person. If you think the noun is more associated with male persons your answer is:
'Person mannlichen Geschlechts'; if you think the noun is more associated with female persons your answer
is: 'Person weiblichen Geschlechts'; if you think the noun is neither associated with male persons nor with
female persons your answer is: 'keins von beiden'; give reasons for your answer and list all the decisive
factors. If your answer is 'Person mannlichen Geschlechts' or 'Person weiblichen Geschlechts' rate on a
scale from 1 to 5 how strong the association is (with 1 meaning very weak association and 5 meaning very
strong association). Structure your answer in: 'Short answer', 'Reasons' and if applicable 'Strength of
association'." 1]},

{"role™: "user", "content": [{ "type": "text", "text": "Assoziieren Sie das Wort " + word + " eher mit einer Person
mannlichen oder weiblichen Geschlechts? (wenn es auf eine Person bezogen gebraucht wird)"}] }
(translation of last sentence: ,Do you associate the Wort “+word+” more with a person of male or female

gender? (if used to refer to a person’)

Instruction given to human participants in the online study:

Association labelling:

Assoziieren Sie das Wort "#NP#" eher mit einer Person mannlichen oder weiblichen Geschlechts (wenn es

auf eine Person bezogen gebraucht wird)? Oder haben Sie keine Assoziation in eine der beiden Richtungen
("keins von beiden")?

Translation: Do you associate the word "#NP#" more with a person of male or female gender (if it is used to
refer to a person)? Or do you have no association in either directions ("neither one")?

Association strength:

Wie stark ist fur Sie die Assoziation von "#NP#" mit "#Person mannlichen/weiblichen Geschlechts#"? (von 1:
sehr schwach ausgepragt bis 5: sehr stark ausgepragt)
Translation: How strong is the association of "#NP#" with "#person of male or female gender#"? (from 1: very

weakly pronounced to 5: very strongly pronounced)
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Working memory capacity predicts sensitivity to prosodic structure
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Speakers use the intonation, intensity, and rhythm of speech (prosody) to convey important information to
their conversation partners. Listeners vary greatly in the perception of prosody, but the source of this
variability has remained unknown. We investigated whether the ability to recognise and classify prosodic
structure is related to working memory (WM) capacity. This hypothesis stems from the tight connection
between prosodic and syntactic structure, while processing syntax is known to relate to WM capacity. In an
online study 64 adult speakers of Dutch took part in a series of three tasks. In a prosody classification task,
they listened to short phrases in a gating paradigm’. The phrases were three-name sequences with early
and late prosodic cues that signalled whether the phrase contained an internal grouping structure or not:
[[Annie and Jannie] and Mira] vs. [Annie and Jannie and Mira]. A total of 24 three-name sequences were
constructed, compiled from six names that could occur in the first two positions and three names that could
occur in the final position. The sequences were divided over four native speakers of Dutch (two female, two
male) who were instructed to realise each name sequence in two alternative groupings. This yielded a total
of 48 stimuli. In a two-alternative forced choice task, participants judged the internal grouping of the phrases,
based solely on the prosodic information. Participants indicated their judgement by button press, choosing
the visually presented response option that matched their interpretation (two stick figures grouped separately
from a third vs. three stick figures depicted together). In this gating procedure, an additional syllable was
presented at each subsequent gate, so that the first gate contained only the first syllable and the final gate
the full phrase. Participants indicated their judgement of the structure upon the presentation of each
subsequent gate. Following the prosody classification task, listeners took part in WM (digit span, forward and
backward) and processing speed (letter comparison) tasks. The results showed that high-WM listeners were
better at classifying prosodic structure and required less prosodic information to detect the correct structure.
There was no effect of processing speed on prosody comprehension, suggesting that the relationship
between prosodic judgement and WM capacity was not due to motivational or attentional differences. Our
study therefore demonstrates that prosody perception and WM capacity are tightly linked, a result that has
theoretical implications for theories of prosody processing: WM must be an important component of
processing models of prosody, in addition to the acoustic analysis of prosody and its integration with

sentence-level information.
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Figure 1: Performance in the working memory task predicted performance in the prosody classification task:
Participants with higher working memory spans were better at classifying the prosodic structure and required
the prosodic information from fewer gates to achieve above-chance performance (A). In contrast, there was
no relationship between prosody classification and processing speed: Participants with high processing
speed performed similarly on the prosody task as those with low processing speed (B). Dots represent
predicted probabilities and error bars standard deviations. Asterisks mark statistically significant interactions

between pairs of gates and performance in the WM task.

1. Hansen, M., Huttenlauch, C., de Beer, C., Wartenburger, |., & Hanne, S. (2022). Individual Differences in
Early Disambiguation of Prosodic Grouping. Language and Speech.
https://doi.org/10.1177/00238309221127374
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No pseudo-morphological decomposition during lexical access, but actual morphological
analysis in the lexicon: Meta-analytical evidence from seven new replicated

masked stem priming experiments
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roberto.petrosino@nyu.edu

Introduction. Cross-linguistic masked priming evidence shows that (a) bimorphemic (boneless) and (b)
pseudo-affixed, monomorphemic words (corner) often trigger similar masked priming effects on their stems
(BONE and CORN, respectively). In contrast, (c) monomorphemic words (e.g., cashew) trigger negligible
effects on the embedded stem (CASH). The dissociation between (a, b) and (c) has been taken as evidence
that lexical access goes through an obligatory decomposition procedure based on morpho-orthographic
“islands of regularity”, i.e. the statistically regular letter sequences corresponding to the orthographic
realizations of morphemes [1]. This procedure arguably occurs before accessing any lexical (morpho-syntactic,
or semantic) information so that, at early stages, (b), but not (c), can be provisionally visually decomposed
similarly to (a). Thus, this decomposition process is not an actual morphological or even linguistic process per
se (despite often being described as morphological decomposition), but a visual process informed by morpho-
orthographic statistical regularities. Recent findings, however, have challenged such a view, showing
differential effects for (a) and (b) [2], and similar effects for (a) and (c), or (b) and (c) [3].

Methods. We conducted seven different replications of an English masked stem priming experiment both in-
lab and online, to ensure replicable results (Nwta=1,235). Five conditions were tested across all experiments:
An identity condition (fuss-FUSS), a transparent morphological condition (sharper-SHARP), a pseudo-
morphological condition (belly-BELL), and two orthographic control conditions: a non-syllabic orthographic

control (bark-BAR), and a syllabic orthographic control (cashew-CASH). ltems were controlled for orthographic

length and word frequency. Trials consisted of a 33ms-long prime preceded by a 500ms-long forward mask,
and followed by a target, on which participants performed a lexical decision task. After excluding subjects and
items with high error rates, and trials with outlying prime durations or extreme RTs, we performed a varying-

coefficient meta-analysis [4] on the raw-data estimates across all seven replications.

Results. |dentity and morphological priming effects were indistinguishable, and almost as large as the prime
duration, suggesting ceiling effects (Midentity=26 ms, 95% CI [22 30]; Muansparent=26 ms, 95% CI [22 29]). Pseudo-
morphological priming was significantly smaller than both (Mopaque=17 ms, 95% CI [13 21]), and closely

matched the non-syllabic orthographic priming condition (Mnsyi-ortno=16 ms, 95% CI [11 20]), which was

somewhat larger than the syllabic orthographic priming condition (Msyi-ortho=9 ms, 95% CI [5 13]).

Conclusions. These results are incompatible with the proposal that lexical access includes a pre-lexical
morpho-orthographic decomposition of the input, as pseudo-morphological priming patterned with purely
orthographic priming, not with actual morphological priming. In contrast, real morphological priming effects
were indistinguishable from identity priming effects, possibly indicating that these priming effects obtain at the
lexical, not prelexical level, suggesting that even very brief visual presentations (here, 33ms) are sufficient to
lead to access to lexical information, contrary to the assumption that only pre-lexical processes can occur

during that time window.
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Figure 1. Mean and 95% ClI of each condition in each experimentin our sample. The gray bands indicate the 95% Prediction
Interval (Pl) of one study to the next. The last three lines include the following estimates: the mean and 95% CI of the
Varying Coefficient Meta-Analysis and Random-Effects Meta-Analysis, as well as the 95% Prediction Interval (PI) of the

Random-Effects Meta-Analysis.
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Background: Relative Clause (RC) attachment preferences in complex NPs are shaped by multiple factors,
including implicit prosodic phrasing [1, 2] and the availability of Pseudo-Relative Small Clauses [3]. While these
factors have been studied independently, their interaction remains unexplored.

According to the Implicit Prosody Hypothesis, silent reading induces default prosodic phrasing that guides
parsing, with prosodic boundaries aligning to satisfy prosodic constraints—e.g., Same Size Sister [4, 5]-which
favor balanced prosodic phrasing. Thus a long RC (1-a) tends to be preceded by a prosodic break, encouraging
High Attachment (HA), while a short RC (1-b) typically lacks a break, favoring low attachment (LA) [6, 7].

In languages like Italian, a second factor modulates this preference, as CPs in the environment of event-taking
predicates (e.g. see) are ambiguous between a RC reading(2-a), in which the CP modifies an individual, and
the so-called Pseudo Relative (PR) reading (2-b), which denotes an event and roughly corresponds to eventive
Small Clauses in English. Importantly, attachment ambiguities disappear under a PR reading, which only allows
HA (3). The PR-first Hypothesis, [3, 8] argues that the parser prefers PR interpretations when possible because
they are structurally and interpretively simpler than RCs, which correctly predicts strong effects of PR-availability
on RC-attachment across languages [3, 8, 9, 10, 11](a.0.). Implicit Prosody and PR-availability effects have
been demonstrated independently but their interaction remains untested. We investigate this gap in Italian,
asking whether implicit prosody (cued by RC-length) and PR availability (cued by Verb-Type) exert independent

or interactive effects on RC-attachment.

Method: 70 Italian participants took part in a sentence interpretation task during silent reading. We manipu-
lated MATRIX VERB TYPE (entity-taking vs. event-taking) and RC LENGTH (short vs. long) in declarative sentences
containing right-branching RC (Table 1). Participants read a sentence and then answered a comprehension
question designed to probe their attachment interpretation. Following the IPH, we predict a preference for HA
with long RCs. Following PR-first, we expect a preference for HA with event-taking matrix verbs. Finally, we

expect long RCs to reinforce the preference for HA with event-taking matrix verbs.

Results: Binary responses (HA/LA) were analyzed using a logistic mixed-effects model with MATRIX VERB TYPE
and RC LENGTH as fixed effects (both contrast-coded: +0.5), and random intercepts and slopes by participant and
item. The analysis revealed main effects of VERB TYPE (5=-2.27, p<.001) and RC LENGTH (3 =—0.76, p<.001),
with more HA responses following event-taking matrix verbs and long RC clauses. Their interaction was n.s..
See Figure 1. Furthermore, response times (in ms.) were significantly longer in the stative verb condition (3 =

2350, p=.027), consistent with the hypothesis that PRs are processed more efficiently than RCs. See Figure 2.

Discussion: The results suggest that both implicit prosody and PR-availability independently influence attach-
ment decisions, though the syntactic effect of VERB TYPE was substantially stronger than the prosodic effect
of RC LENGTH (3=—2.27 vs. 3=-0.76). Critically, while both factors promote HA, they operate through distinct
mechanisms—prosodic phrasing versus structural economy—and their effects combine additively. The ab-
sence of an interaction suggests that prosodic and syntactic biases exert parallel constraints during parsing,

rather than competing for dominance.
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(1) a. John knows the son of the man that was running with Lucy.

John knows the son of the man that runs.

(2) a. Gianni ha [visto [ppl'uomo [¢pche correval]].
Gianni [saw [ppthe [y pman [¢pthat was running]].
b. Gianni ha [visto [pr [pp I'uomo] [cp che correval]].

Gianni [saw [s¢ [ppthe man] [y p running]]].

(3) Ho visto [pr [il figlio; [del’'uomo;]] [che correva; . ;1]

Verb-Type RC-Length Stimuli
Gianni vive con il figlio del medico che correva.

Entity-taking  Short Gianni lives with the son of the doctor that is running.

Gianni vive con il figlio del medico che correva con Lucia.
Entity-taking Long Gianni saw the son of the doctor running with Lucia.

Gianni ha visto il figlio del medico che correva.
Event-taking  Short Gianni saw the son of the doctor that was running.

Gianni ha visto il figlio del medico che correva con Lucia.
Event-taking Long Gianni saw the son of the doctor that was running with Lucia.

Table 1: Experimental design and example stimuli

Predicted Probability of Estimated Time to Response by Condition
High Attachment by Matrix Verb and Sentence Length
8000
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short

“® long
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2000

Estimated Response Time in ms. (95% Cl)
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nt-taking

eniity-taking event varttakin
Matrix Verb Type

eriitytaking ove
Matrix Verb Type

Figure 1: Predicted probability of high attachment by Figure 2: Predicted Time to Response (in ms.) by ma-
matrix verb and RC length. trix verb and RC length.
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Background: Bilingual language control involves dynamic interactions between executive control and
language processing, yet most research on code switching has focused on comprehension, with fewer
studies examining production. While language control in comprehension and production have similarities,
neural evidence reveals distinct pathways [1]. Critically, the role of language context in modulating executive
control during production remains underexplored. Prior work often used constrained tasks, e.g., picture
naming [2], which lack sentence-level activation. Recent efforts to study naturalistic code-switching faced
methodological trade-offs between ecological validity and experimental control. To bridge this gap, our study
employs a reading-aloud paradigm—a balance between naturalistic production and control—given evidence
of shared phonological [3] and planning processes between reading and speech [4]. We investigate how
dense code-switching during production influences executive control by using a conflict adaptation paradigm
in which reading dense code-switching or unilingual Spanish sentences is mixed with a flanker task [5,6]. We
specifically test two competing hypotheses. Hypothesis A predicts that dense code-switching allows for a
free gateway between languages and requires less inhibition, leading to increased flanker interference
relative to unilingual sentences [7]. Hypothesis B predicts that dense code-switching recruits inhibitory
control, thereby reducing subsequent flanker conflict due to cross-task adaptation.

Method: Spanish-English bilinguals (n = 31 after 2 were excluded because of proficiency) read aloud
experimental sentences in two language contexts: unilingual Spanish and dense code-switching (Table 1).
All participants learned Spanish before English and acquired both languages before the age of 12. Each
experimental sentence was followed immediately by a flanker task with congruent (<<<<<, >>>>>) or
incongruent (<<><<, >><>>) arrow arrays (see Figure 1). Participants saw 12 items in each of the four
conditions (2 contexts x 2 flanker types, Latin-Squared), plus 80 filler trials (32 filler sentences, which are
followed by comprehension questions, and 48 filler flankers). Reading responses were recorded and
annotated by trained bilingual coders. Trials were excluded if the audio was unclear, the participant made
self-corrections, or the sentence did not contain the intended code-switching pattern. Trials with flanker
response times <100 ms or >2000 ms and incorrect flanker responses were also excluded. Flanker RTs from
remaining trials were analyzed using a linear mixed-effects model, using inverse transformed RTs to
normalize distributions. The final model included flanker congruency, language context, and their interaction
as fixed effects, and a by-participant random intercept.

Results: Of the 1488 recorded experimental trials, 1163 trials (78.1%) from 31 Spanish-English bilingual
participants were retained after applying pre-registered exclusion criteria. A significant main effect of flanker
congruency was observed: participants responded more slowly to incongruent (M = 728 ms) than congruent
(M =602 ms) trials, indicating successful replication of the standard flanker interference effect (b = 0.310, SE
=0.018,t=16.80, p <.001). There was no main effect of language context (b =-0.015, SE = 0.018, t
=-0.83, p = .406), nor a significant interaction between flanker condition and context (b = —0.038, SE =
0.037,t =-1.02, p = .307). Figure 2 visualizes these patterns via violin plots, displaying the distribution of
RTs across conditions. Reading aloud sentences with dense code-switches did not significantly influence
subsequent performance on the flanker task compared to reading unilingual Spanish sentences.

Discussion: Although bilingual language production is theorized to recruit domain-general control [1], the
current findings suggest that merely reading code-switched sentences aloud does not exert a measurable
influence on flanker task performance over reading unilingual sentences, thus neither Hypothesis A nor
Hypothesis B was born out. This null effect may reflect the controlled nature of the reading-aloud task, which
lacks the planning demands of spontaneous speech. Alternatively, code-switching may have involved
cognitive control, but this may not have carried over to the subsequent flanker trial due to the reading and
Flanker tasks being very different in nature.
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Table 1: Example of an experimental sentence
(Code-switching in bold for the purpose of illustration. Translation: “The cat was lying on the floor
sunbathing and resting after dinner in the afternoon.”)

Unilingual Spanish

Dense code-switching

El gato estuvo tirado en el suelo tomando sol y

descansando después de la cena de la tarde.

El gato estuvo tirado on the floor tomando sol and
resting después de la cena de la tarde.

References

Figure 1: lllustration of the trial structure
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Many studies discuss the role of morphological regularity in inflectional processing, but very often, it is difficult
to say whether the observed effects are due to productivity of a certain inflectional class, to its type frequency,
or, maybe, to its defaultness’ (for EEG studies, see an overview in [1]). In English, for instance, these factors
cannot be teased apart, and more evidence from languages with richer morphology, like Russian, is needed.
Russian has many inflectional classes for verbs, including five highly frequent and productive ones (see
Appendix). Previous psycho- and neurolinguistic studies suggested that one of them, AJ class, behaves as the
default, thus lending support to dual route models. In particular, in [5] distinct defaultness and productivity
effects were observed in fMRI data. We aimed to test their conclusions using the same stimuli, but a different
method: the time-frequency analysis of EEG data.

In our experiment (N=28), we used 105 verbs from three inflectional classes: 35 AJ (potentially default,
productive, highly frequent; e.g. delat’ ‘to do’), 35 | (productive, highly frequent; e.g. nosit’ ‘to bear, to wear’)
and 35 IRR(EGULAR) (including non-productive infrequent inflectional patterns; e.g. brat’ to take’), as well as
105 pseudoverbs modelled after these verbs. Stimuli in different groups were matched for token frequency (for
real verbs) and length. In every trial (see Fig. 1), participants first saw an infinitive and a personal pronoun
presented for 600 ms. After a 1400 ms delay, they saw two present tense forms of the same (pseudo)verb for
1000 ms and were asked to select the one matching the pronoun. A question mark was shown on the screen
for 2000 ms or until they pressed a button, and then an inter-trial interval with a fixation cross was initiated.
We used time-frequency analysis, which gave more interesting results than the analysis of ERP components.
It is widely used to analyze EEG, but not with linguistic data (see an overview in [4]), especially not in
morphological studies. We ran cluster-based permutations on Morlet wavelets to analyze oscillatory power
changes in six frequency ranges (between 4, 8, 12, 19, 30, 60 and 100 Hz) and four time intervals (between
0, 102, 172, 512 and 1000 ms post-target). The statistical analysis evaluated channel clusters in averaged
activity in defaultness (AJ vs. other classes) and productivity (IRR vs. other classes) conditions.

We found that defaultness and productivity elicited different patterns of EEG activity (see Fig. 2). Verbs from
the purported default class (AJ) elicited a gamma power decrease (30-100 Hz) in intervals of 0-102 and 512-
1000 ms post-target, while verbs from productive classes (AJ and |) increased theta power (4-8 Hz) in the left
hemisphere. In addition, an early lexicality effect was observed in the theta band within 0-102 ms.

The decreased power in response to AJ class may be associated with easier processing, i.e., lower activity in
the brain network involved in inflectional processing. This provides interesting parallels with fMRI data in [5]

' This notion is used only in dual route models (e.g. [2], [3]) that distinguish forms derived by the default rule
from all other forms. This rule should be generalizeable independently from the phonological properties of the
stems, while in non-default classes, generalizations to novel words always rely on analogy. Single route models

of inflectional morphology assume that all forms are processed and stored relying on the same principles.
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and elucidates what exactly may underlie the special status of the default class. More generally, our results
support the dual system approach and show the benefits of the time-frequency analysis for linguistic data.
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Figure 1. The structure of the trial.

GFP
0.07 T

o

2 _\-
- / i S i
S i~ sl NS
. I _ __4/ = . —_— e

L 1 1 1 1 1 1 L 1
1000 1100 1200 1300 1400 1500 1600 1700 1800 1900 2000
Time (ms)

$0.06
3005
£
5004
5
%003

I I |

T T T T
|

I DEF NON-DEF diff Iv DEF NON-DEF

v ‘

PSEU

LEX

PROD NON-PROD

Figure 2. EEG results. Top: the global field power (GFP) function in response to all stimuli in the post-target

interval. Local minima that define time intervals for the analyses are marked with black vertical lines along the

function at 102, 172, and 512 ms post-target. Roman numerals signify the resulting time intervals. Voltage is

shown in microvolts (V). Bottom, left and right boxes: topographies of time-frequency responses for

defaultness (DEF — NON-DEF), productivity (PROD — NON-PROD), and lexicality (LEX — PSEU). Time

intervals with significant clusters are marked with Roman numerals in the top left corner of each box. Difference

power plots with statistically significant channel clusters (red dots, p < .05) are plotted to the right of each pair.

Defaultness effects were found in the gamma (y, 30-100 Hz) band, while productivity and lexicality effects were

found in the theta (6, 4-8 Hz) band. Colour bars mark power in dB.
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Appendix: Inflectional classes of Russian verb

Russian verbs form a complex system of inflectional classes. According to the approach outlined in (Jakobson,
1948; Townsend, 1975; Davidson et al., 1996), it includes ten classes identified by their suffixes and the
eleventh class with a zero suffix, subdivided into numerous subclasses?. All Russian verbs have two stems:
the present/future tense stem and the past tense stem (also used in the infinitive form). Depending on the
class, the correlation between them may include truncations or additions of the final consonant or vowel, stress
shifts, suffix alternations, alternations of stem vowels and stem-final consonants. The verb class also
determines which set of endings is used in the present and future tense (15t and 2" conjugation types).

For example, délat' ‘to do’ belongs to the most frequent and productive AJ-class and has forms déla-j-u ‘(1)
doisc’, déla-j-es' ‘(you) dozsc’ etc. in the present tense (the -~ suffix is added to the past tense stem, 1t
conjugation type).? Iskat’ ‘to seek’ belongs to the large, but non-productive A-class and has forms i§¢é-u, isé-es’
etc. (the -a- suffix is truncated, 15! conjugation type, final consonant alternation, stress shift in some forms).
Nosit' to bear, to wear’ belongs to the second most frequent and productive I-class and has forms no$-u, nés-
i$" etc. (the -i- suffix is truncated, 2" conjugation type, final consonant alternation and stress shift in some
forms). Brat’ ‘to take’ belongs to a small, non-productive IRR class and has forms ber-u, ber-é$' etc. (the -a-
suffix is truncated, 15t conjugation type, alternation in the root).

Importantly, the class is often unrecoverable from a particular form, and, unlike in English or German, there is
no singular pattern that can be applied to any stem irrespective of its phonological characteristics. Five out of
eleven classes in Russian are productive, and only gradual differences in type frequency are observed.
According to Slioussar et al. (2014), there are 27409 verbs in the Grammatical Dictionary of the Russian
Language (Zaliznjak, 1987), 23440 of them belong to productive classes: 11735 to the AJ-class, 6875 to the I-
class, 2815 to the OVA-class, 1377 to the NU-class and 638 to the EJ-class. The non-productive A-class has
higher type frequency than EJ-class with 842 verbs in the Grammatical Dictionary. Thus, in Russian, unlike in
English, it is not immediately obvious which inflectional classes should be considered regular, whether this
notion should be categorical or gradual, and whether a default pattern can be identified.
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When two grammatical structures convey the same meaning, do they show different real-time processing
signatures? Optionality has been widely investigated in speech production [1-3], but less is known about its
consequences for comprehension. We addressed this question by testing dative clitic doubling in Spanish. In
most varieties of Spanish, a dative object can be optionally doubled by a pre-verbal dative clitic agreeing in
number: Antonio les; entregd una bebida a las princesas; (Antonio CL.parp. gave a drink to the princesses). Both
clitic-doubled and non-doubled variants share the same meaning and are highly acceptable [4]. However, we
hypothesized that the clitic-doubled variant might elicit a processing advantage by preactivating some features of
the referent prior to its appearance in a sentence. Further, we examined the role of language-induced variation
by testing whether the prediction effect was stronger in varieties where doubling is more vs. less widespread:
Rioplatense vs. European Spanish, respectively.

Method. Two adult Spanish speaker groups (94 Rioplatense and 98 European) performed a picture selection
task using visual world eye-tracking. There were three experimental conditions (Table 1). Two of them had a
clitic-doubled dative object but differed in their visual display. In the match condition, the target and competitor
picture showed the same number of referents for the dative object, such that clitic number could not be used
predictively. In the mismatch condition, the two pictures differed in the number of referents, such that the clitic
number could be used predictively. This allowed us to examine the role of prediction in clitic-doubling sentences.
Finally, the non-doubled condition had the same display as the match condition but no clitic. This allowed directly
comparing the clitic-doubled and non-doubled variants while excluding the possibility of prediction. This way, we
could directly diagnose the effect of optionality: for example, coreference at the dative object may be harder due
to the effort of processing additional linguistic material (the clitic) in the match vs. non-doubled condition.
Results and discussion. The two speaker groups showed similar processing profiles across conditions. A
generalized additive mixed model revealed that, in the indirect object window (e.g., ‘to the princesses’), all three
conditions showed significant changes over time with increased fixations to the target image. But across the
whole time window, the mismatch condition had a higher proportion of fixations to the target image than the
match condition (B = 0.83, z = 10.75, p < .001) while there was no evidence of a difference between the match
and non-doubled conditions (B = 0.13, z = —-1.66, p = .1), suggesting eased processing in the mismatch
condition. To explain this effect, we analysed the prediction window (e.g., ‘CL.parp. gave a drink’) and found that
the mismatch condition showed a significantly different trend over time compared to the other conditions: while
fixations increased in the mismatch condition, the others showed no effect of time. Overall, our results
demonstrate that the processing of the optional variants only differed when the number of the clitic could be used
predictively. Crucially, the additional linguistic material in the clitic-doubled conditions did not appear to have an
additional cost or hinder comprehension in the absence of prediction. This shows that in cases of optionality, one
of the variants can have a processing advantage, either in terms of avoiding temporary ambiguity [6], or in

facilitating coreference, as in our study.
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Table 1. Sample item in the three conditions (8 items/condition, the clitic always matched the indirect object
number). Participants listened to descriptions of scenes during a theater play. In this set-up, two characters
(Antonio and Julieta) handed objects (e.g., a drink) to actors around a theatre. Target image is framed with
dashes.

Condition Sample sentence Display

Antonio entregd una bebida a las princesas en el pasillo

1
|
non-doubled - toni drink to the pri in the hall Y.
ntonio gave a drink to the princesses in the hallway ! W
Y
___________ 1
Antonio entregé una bebida en el pasillo i s al 1 . s =
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Figure 2. Time course data for the two windows of interest (collapsed across Rioplatense and European
Spanish speakers)
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In sentence processing research, theories are often developed to explain specific phenomena, such as the
subject—object relative clause asymmetry. However, these theories are rarely evaluated against a broader
range of empirical findings. A standard benchmark dataset covering multiple phenomena for model evaluation
and comparison is currently missing.

Huang et al. [4] took a first step by creating a large-scale self-paced reading benchmark on English syntactic
ambiguities (e.g., garden paths). They used this dataset to evaluate predictions from the surprisal metric [1, 7].
Their results revealed important gaps in the explanatory power of surprisal. More broadly, benchmark datasets
allow researchers to quantify model predictions and systematically identify where models succeed and where
they fail.

There is a pressing need for benchmark datasets based on eye-tracking measures and for languages other
than English. It is also important to extend benchmarking beyond just effects of syntactic disambiguation. To
address this, we are creating a benchmark dataset based on a large-sample eye-tracking study in German.
The study covers a range of postulated effects, including garden-path ambiguities, agreement attraction, local
coherence, interference effects, attachment ambiguities, and the relative clause asymmetry (for details, see
Table 1). Each experimental design comprises three to four conditions, with three items per condition arranged
in a Latin square. Trials are randomized individually for each participant. Each trial is followed by a binary-choice
comprehension question targeting the critical dependency of the sentence. Participants whose accuracy on
comprehension questions falls below chance level are excluded from analysis.

A complementary study is being conducted using self-paced reading (SPR) on the same materials. The
eye-tracking data are collected in the lab, while the SPR data are collected online via Prolific." By collecting
both eye-tracking and SPR data for the same materials, we aim to enable direct comparisons across methods
and study the relationship between different reading measures.

Data collection is ongoing. For eye-tracking, the current sample size (as of April 25, 2025) is 119 participants
(pre-exclusion). For SPR, the current sample size is 659 participants (pre-exclusion). For eye-tracking, we plan
to continue until all main effects and interactions across the tested phenomena reach 95% credible intervals
of 50 ms or narrower, based on total fixation times. The effect estimates are derived from a log-normal
hierarchical model and backtransformed to milliseconds. For SPR, we will continue until 1,100 participants have
been collected, as preregistered athttps://osf.io/wprad9?view_only=2945b83dddfe4731bd6040103559d1b4
(anonymized link).

Preliminary analyses suggest that surprisal explains many of the observed effect patterns well, although
some effects remain unexplained (see Figure 1). Word-by-word surprisal values were derived from a version
of GPT-2 [12] pretrained on German corpora [14].

Once completed, the full benchmark dataset will be made publicly available to support quantitative model
evaluation and evidence-based theory development in sentence processing.

"https://www.prolific.com
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Table 1: Sentence processing phenomena and corresponding experimental designs.

GPSD (2x2): Garden Paths From Subject-vs.-Direct-Object Ambiguity
Ambiguous/Unambiguous x S—O/O-S — closely replicating [9]

GPSI (2%2): Garden Paths From Subject-vs.-Indirect-Object Ambiguity
Ambiguous/Unambiguous x Active/Passive — loosely replicating [10]

AGAT (2x2): Agreement Attraction in Grammatical Sentences
Singular-/Plural-Controller x Match/Mismatch — closely replicating [2]

LOCO (2x2): Local Coherence
Coherent/Incoherent x Intervener/No-Intervener — closely replicating [11]

SBIN (2x2): Similarity-Based Interference
Subject-Cue [Yes/No] x Animacy-Cue [Yes/No] — closely replicating [13]

GPCA (2x2): Garden Paths From Coordination Ambiguity
NP-/VP-Coordination x AP-/PP-Modifier — closely replicating [6]

GPMI (2x2): Garden Paths From Modifier-vs.-Indirect-Object Ambiguity
Modifier/No-Modifier x Ambiguous/Unambiguous — closely replicating [5]

RCSO (2x2): Subject vs. Object Relative Clauses
Subject/Object x Double-/Single-Embedding — German adaptation of [3]

SYAA (3x1): Syntax-Based Attachment Ambiguity
High-/Low-/Ambiguous-Attachment — closely replicating [8]

SEAA (3%1): Semantics-Based Attachment Ambiguity
High-/Low-/Ambiguous-Attachment — German adaptation of [15]

Predictions From Surprisal Metric (95% Cls)
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Figure 1: Predictions and observed effects across 2x2 and 3x1 designs. Rows show surprisal-based predic-
tions, eye-tracking results (total fixation times), and self-paced reading results.
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Background Speech perception and production differences remain understudied as a source of divergent
grammatical gender systems in heritage languages. Only one production study to date (on heritage Spanish
in the US) investigated phonetic differences in heritage speakers’ realizations of gender-marking vowels /a/
and /o/, suggesting phonetic factors may contribute to divergent gender patterns [1]. However, this work did
not investigate speech perception, where divergence between heritage and dominant speakers may
originate. Our study looks at heritage Russian, because of three key properties: 1) Russian lacks word-level
gender cues, unlike Spanish (c.f. the articles el (masc.) and la (fem)), see page 3 for gender in Russian; 2) in
the nominative case, gender cues are realized as the vowels /a/ (fem) and /o/ (neut); 3) a stress-based
phonological reduction rule reduces both /o/ and /a/ to /a/ in unstressed contexts, which obscures gender
cues. We investigate differences between Russian-dominant and Russian heritage bilinguals: a corpus-
based production study extends prior work on Spanish to Russian; a perception study tests whether Russian
heritage and Russian-dominant bilinguals differ in perception of fully-realized and reduced /a/ and /o/.
Methods — Production study We extracted gender-marked words from socio-linguistic interviews with
Russian-dominant (n=4) and Russian heritage (n=4) bilinguals in the Heritage Language Variation and
Change Project [2]. We measured F1 and F2 values for /a/, /o/, and / a/.

Results — Production Linear mixed effect found a negative F2 effect of /a/. (Figure 1). The /a/ model found
a negative effect of group on F2 (8 =-0.11, SE = 0.04, t = -2.884, p = 0.035), suggesting more backwards /a/
productions in heritage speakers. The /o/ model found a positive effect of group on F1 (f = 0.20, SE = 0.03, t
=6.49, p < 0.001), suggesting that heritage /o/ is lower. The /a/ model found a negative effect of group on F1
(B=-0.08, SE =0.03,t=-2.73, p = 0.006), suggesting that /a/ is higher in heritage speakers.

Methods — Perception study US-based Russian-dominant speakers (n = 29) and heritage Russian
speakers (n =17) participated in an ABX task using nonce CV syllables to prevent influence from word-level
context. Sound A and B were fully-realized /a/ and /o/, respectively, while sound X was one of seven
synthesized steps on vowel continua /o/-/a/, /a/-/e/ and and the /a/-/o/ control continuum. Participants
categorized sound X as either /a/ or /o/. We used F1 and F2 measures from our production study to set
endpoints for our continua (Table 1.)

Results — Perception A multiple logistic regression model found a main effect of step number and an
interaction between group and step number for the contrast between step 4-5 on the /a/-/a continuum
(B=1.00, SE=0.32, z=3.08, p=0.002; Figure 2). Results for the other continua did not find a significant main
effect of group nor an interaction (Figure 3.)

Discussion We find between-group differences for all three vowels in our production analysis. Our
perception study finds only limited evidence for group differences. Taken together, these results suggest that
heritage and Russian-dominant speakers have similar perceptions of vowels in the absence of context (i.e.
on a CV-perception task). However, the availability of word-level context in the production task may lead to

group differences.
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Figure 1. Lobanov-transformed F1 and F2 production values for the

target vowels. Arrows represent significant effect, color coded by vowel.
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